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Motivation

Open Questions
How to identify a connection between
fairness and stability?

Limited existing work on learning graph representation that
Fair and stable as they present some unique challenges:

3 Need for a unifying framework that jointly optimizes for
Fairness and Stability

How does fairness and stability affect

node representation downstream performance?
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Goal: Given a graph G, learn embeddings

that are counterfactually fair and stable to
attribute and structural perturbations of G

Nodes with similar sensitive attribute values are likely to share
similar representations leading to severe discriminatory biases

Our Framework: NIFTY

NIFTY identifies a key connection between counterfactual fairness and

stability where stability accounts for robustness w.r.t. small random - Input Graph
perturbations to node attributes and/or edges, counterfactual fairness | N :::Esll ;
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o The objective function maximizes the similarity between
representations of the original nodes in the graph, and
their counterparts in the augmented graph
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Improved Fairness and Stability across 3 datasets and 5 GNNs

o | o German credit graph Recidivism graph Credit defaulter graph
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» Across 3 datasets and 5 GNNs, NIFTY improves stability 5 10 - . Ss a5 = : B - %
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respectively, without sacrificing the predictive performance
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> We observe that increasing regularization coefficient A 0 L. 0 R
IN NIFTY decreases the error rates for counterfactual
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Ablation study
06 _._ AUROC Method AUROC (1) Fl-score (1) Unfairness () Instability () Asp(l) Aro{)
—e— F1-score 1 GCN [Kipf and Welling, 2017] 86.52+042  77.50+0.87 9.02+3.04 21.97+1.63 8.4940.73 5.93+0.56
Py 0.5 - NIFTY-GCN w/o obj. changes (Sec. 4.1) 80.02 +020 67.51 +0.23 2.6140.64 13.6940.60 5.86+0.85 4.6540.49
C —e— Instabllity NIFTY-GCN w/o arch. changes (Sec. 4.2) 84.83 4285  76.15+574  1.64 +158 1398 £138 429 +132 3.48 +137
= 0.4 —e— Unfairness . _— NIFTY-GCN 81.40 £0.89  69.2440.70 0.84+0.68 13.28+1.62  3.16+0.60  2.99+0.40
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< 0.3 = Comparison of NIFTY to baseline methods
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% e Dataset Method AUROC (1) Fl-score (1) Unfairness (]) Instability () Asp () Areo ()
©0.2 p— FairGCN 75214036  81.52+0.68 N/A 7.84+220  38.12+487 26.70+4.27
I.Ij = ? T German credit graph ~ RobustGCN  71.06+1.48 78.85+46.39 7.68+4.69 4.48+4+1.07 25.78+10.92 18.47+9.87
01 NIFTY-GCN  70.32+4.42 81.98+0.82 1.1240.77 4.48+3.23 15.08+8.22 12.56+8.60
' : FairGCN 87.55+0.60  78.1440.94 N/A 24.37+2.33 6.51+40.77 4.51+1.10
\' —— ;. Recidivism graph RobustGCN  87.25+1.67  79.02+2.84 2.61+1.58 13.02+6.06 536+128  4.20+1.88
00 o o o 3 o o o=—0 o NIFTY-GCN  81.404+089  69.2440.70 0.84+0.68 13.28+1.62 3.16+0.60 2.99+0.40
FairGCN 72.69+1.23 80.1642.03 N/A 5.7340.60 15.86+5.16 14.4346.06
0.0 0.1 0.2 0'3_ 0'4 0.5 0'6_0_'7 0.8 0.91.0 Credit defaulter graph  RobustGCN  72.98+026  81.79+0.60 0.94+0.60 1.68+0.83 12.41+054  10.1640.49
Regularization Coefficient (A) NIFTY-GCN  71.92+0.19  81.99-+0.63 0.63+1.28 0.95+1.16 12.40+1.62  10.09+1.55
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