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Limited existing work on learning graph representation that are 
Fair and stable as they present some unique challenges:

q Need for a unifying framework that jointly optimizes for 
Fairness and Stability

q Nodes with similar sensitive attribute values are likely to share 
similar representations leading to severe discriminatory biases
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Open Questions
How to identify a connection between 

fairness and stability?

How does fairness and stability affect 
downstream performance?

Goal: Given a graph G, learn embeddings 
that are counterfactually fair and stable to 
attribute and structural perturbations of G

ü

Ø NIFTY identifies a key connection between counterfactual fairness and 
stability where stability accounts for robustness w.r.t. small random 
perturbations to node attributes and/or edges, counterfactual fairness 
accounts for robustness w.r.t. modifications of the sensitive attribute

Ø NIFTY enforces fairness and stability both in the objective function as 
well as in the GNN architecture

o The objective function maximizes the similarity between 
representations of the original nodes in the graph, and 
their counterparts in the augmented graph

o Enhancing the neural message passing step by carrying out 
layer-wise weight normalization using the Lipschitz constant

Our Framework: NIFTY
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Sensitive attribute (s):
{female,male}
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Ø 3 new graph datasets comprising of high-stakes decisions 
in criminal justice and financial lending domains designed 
to analyze fairness and stability properties of GNNs

Ø Across 3 datasets and 5 GNNs, NIFTY improves stability 
and fairness of GNNs by 60.87% and 92.01%, 
respectively, without sacrificing the predictive performance

Ø Enforcing fairness and stability both using the objective 
function and layer-wise normalization of GNN architecture
using the Lipschitz constant  are important

Ø We observe that increasing regularization coefficient λ
in NIFTY decreases the error rates for counterfactual 
fairness and stability steadily

Improved Fairness and Stability across 3 datasets and 5 GNNs
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GCN NIFTY-GCN GIN NIFTY-GIN JK NIFTY-JK
SAGE NIFTY-SAGE INFOMAX NIFTY-INFOMAX

German credit graph Recidivism graph Credit defaulter graph

Ablation study

Comparison of NIFTY to baseline methods
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