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Graph
Few-shot
Learning?

SOTA GNNs: FAIL!

Learning from related tasks? Obtain the learning ability to 
quickly adapt using a few data (meta learning)! 

Graph Meta Learning Problems

How to adapt to a never-before-seen graph or a label set with only a handful of labels?

Meta-learner classifies 
unseen label set by 
observing other label 
sets in the same graph.

Meta-learner learns 
unseen graph by learning 
from other graphs with 
the same label set

Meta-learner classifies 
unseen label set by learning 
from other label sets across 
multiple graphs.

. . .

1st Graph 1,000th Graph

Propagate with 
ten labels in 1,000 
graphs with 
millions of nodes? 

Status Quo

G-Meta
Subgraph

Extract Subgraphs 
around the few labels 
and apply GNN on 
each subgraph 
individually.

Analysis: Subgraph formulation 1. captures 
local graph structures; 2. preserves features; 3. 
allows metric learning on labels.

How to design good graph meta-learners? Attractive Properties of G-Meta

• G-Meta can successfully learn in challenging, few-shot 
learning settings: up to 29.9 % over previous works 
and 16.3 % over other meta learning methods!

• G-Meta scales to large graphs: on our new Tree-of-
Life dataset comprising of 1,840 graphs!

Results

…

Never-before-seen 
testing subgraph

Training subgraphs

GNN ~

Inductive Broadly Applicable
Subgraph 
formulation 
breaks the 
dependency 
across graphs 
and across label 
sets.

. .

1st Graph 1,000th Graph

Scalable

Status Quo: Majority of message-
passing are wasted!

G-Meta: only use the local subgraphs of 
these 3 x 3 nodes for the task!

Suppose multiples graphs 
with millions of nodes and 
a 3-ways 3-shots task.

Datasets

New!
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