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ABSTRACT

The rapid increase of interest in, and use of, artificial intelligence (AI) in computer applications has raised a parallel concern about its ability (or lack thereof) to provide understandable, or explainable, output to users. This concern is especially legitimate in biomedical contexts, where patient safety is of paramount importance. This position paper brings together seven researchers working in the field with different roles and perspectives, to explore in depth the concept of explainable AI, or XAI, offering a functional definition and conceptual framework or model that can be used when considering XAI. This is followed by a series of desiderata for attaining explainability in AI, each of which touches upon a key domain in biomedicine.

1. Introduction

There is considerable discussion in the biomedical informatics and computer science communities about the “un-explainable” nature of artificial intelligence (AI), in that much is made of so-called “black-box” algorithms and systems that leave users, and even developers, in the dark as to how results were obtained. As a result, there is growing skepticism about the potential limits of AI, even in the face of burgeoning interest that at times reflects over-optimism about it. At the same time, there is a growing community of researchers who are working to address this skepticism through their work in making AI explainable, and thus useful and potentially usable to those who employ AI in their work. This is especially welcome in the domain of biomedicine, where explainable AI is critically important for clinicians in their daily practice.

As AI (including Machine Learning) becomes increasingly ubiquitous, there are growing concerns and questions, such as:

• How does an AI algorithm work — what is it doing?
• Does an AI system work as well as an expert?
• Does an AI system do what a user would do, were she in the same situation?
• Why cannot the system tell a user how it arrived at a conclusion or made a decision?

These concerns are of urgent importance and need to be addressed with scientific and engineering rigor in a variety of biomedical domains, including clinical decision support systems, patient monitoring, public health surveillance, and biomedical research. However, we in the informatics community are uniquely positioned to take leadership roles in developing and implementing strategies for improving the explainability of AI systems.

The primary goal of this paper is to present a compelling case for the need to address gaps in the explainability of AI software and the results presented to users. We hope to meet this goal by means of a rigorously developed conceptual model for thinking about explainable AI, or XAI, through a thorough exposition of the work to date and identification of gaps in research and application of XAI, and a proposition for how these gaps could be addressed. Even though many definitions and concepts we will introduce and discuss are general and may be applicable to many different domains, in the following we will focus on XAI in Medicine and Health. Indeed, these domains have special requirements that make XAI quite idiiosyncratic and worthy of particular attention.

We have structured this paper as follows: after an introduction to the problem of explainability, in Section 2 we discuss some background on how informatics and computer science describe the problem, approaches to explainability, and applications of XAI to a variety of key clinical domains; Section 3 contains a proposal for a conceptual framework and foundational definition of XAI; Section 4 presents a set
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of desiderata that would be important to address XAI moving forward; finally, Section 5 sketches some conclusions and future directions.

2. Background

In this section, we will briefly introduce the main aspects that have been discussed about XAI in general, in the areas of Computer Science and Artificial Intelligence. Then, we will move to the main specific issues of XAI in Medicine, ending with some non-exhaustive examples of XAI approaches in clinical domains.

2.1. A research field’s description of the current landscape of AI

The concept of explainability has a long story in AI. Indeed, since the first proposals of the so-called “expert systems”, there was the need of having an explanation of why and how some conclusions were reached by the system in a complex decision-support task. Such a requirement was, and remains, extremely important in medicine, as physicians needed to understand why the system was proposing, for example, a specific diagnosis or treatment regimen. The need of having some explanation about the output, an AI-based system provides, has recently been exacerbated by the adoption of machine learning (ML) approaches, where the reasoning task is often performed by “black-box” systems that do not allow one to understand clearly why a specific result has been reached [1].

In principle, explainability is related to understanding, i.e., having a mental model of what we are observing. With a slightly different terminology, we may say that explaining/interpreting consists of providing causes of observed phenomena in a comprehensible manner through a linguistic description of its logical and causal relationships [1,2]. In the context of XAI, we need to understand the conclusions of a system that is reasoning on some data to reach some result. Such systems in medicine are often related to a decision-support task, where data may be incomplete, uncertain, ambiguous, or missing. Moreover, such data have a high complexity and heterogeneity, being expressed as often interrelated and intertwined data in various formats such as structured, semi-structured, or unstructured alphanumeric data, movies, images, sounds, waveform signals, and so on.

Methods proposed to support explainability are often divided into ante-hoc and post-hoc approaches. Ante-hoc approaches are related to systems that allow one to directly understand their mechanisms in providing a result such as a conclusion (e.g., a diagnosis) or a recommendation (e.g., a treatment option). Decision trees, rule-based models, and linear approximations are, for example, commonly considered to be implicitly explainable. Post-hoc approaches try to provide some explanation to the results reached by ML models, such as those based on deep neural networks, random forests, support vector machines, and many others. Post-hoc approaches are, in principle, applicable to different kinds of AI systems. The difference between these two approaches is that post-hoc approaches are not considered when designing a system, but deal with the extraction of explanatory information from an already existing system, which is usually based on ML “black-box” models. As we will see in this section, the distinction between post-hoc and ante-hoc approaches is sometimes subtle and has to be informed by further considerations.

Explainability is thus an inherently multifaceted concept, which still needs some more effort to have a precise characterization, also from the terminological point of view [1]. Let us now consider some dimensions of analysis that have been recently discussed in the literature.

The content of explanation: What is being explained? Independently from being either post-hoc or ante-hoc, XAI systems have to be specified and developed with respect to the subject of the provided explanation. Indeed, sometimes it is the reasoning mechanism itself that has to be explained. In this case, explanation focuses on the mechanics of the path that allowed the system to reach a specific result. Both generic and specific medical knowledge could be used to this regard. On the other side, explanatory information could be provided without any reference to the reasoning approach of the system, but focusing on deriving some form of association/relationship (causality) between data and corresponding results.

The stakeholders of explanation: Who needs explainability? Any kind of explanation needs to be tailored according to its recipients. It was recently highlighted that many possible stakeholders may be closely related to any XAI system [1]. In the medical and healthcare settings, among the possible stakeholders we consider a broad community of users, including clinicians, technicians, nurses, general practitioners, administrative staff, different kinds of students, healthcare policy makers, medical informaticians, and patients. The background knowledge of such stakeholders is often deeply different and often requires different user-centric solutions and techniques for a successful explanation.

The goal for explanation: Why is explainability required? Considering different stakeholders is not sufficient. We have to consider not only who is the recipient of the explanation, but also why the explanation is required. Indeed, the same stakeholder may have different motivations and requirements with respect to XAI systems. As an example, a physician may have different desiderata that include, variously, education and experience, fairness, ethics, satisfaction, trust, or controllability, while developers would consider system acceptance, possibly in addition to those required by a physician. Often such desiderata are not completely disjoint and may co-exist in a single XAI-system [1]. According to different desiderata, stakeholders could be looking for an answer to different questions related to explainability [2]: Why did the algorithm do that? Can I trust these results? How can I correct an error? Are data meaningful with respect to the required task?

The moment, the duration and the frequency of explanation: When, how long, and how frequently. A further, under-evaluated, issue is related to when and how frequently an explanation is requested of the system. Indeed, while naive and occasional users often require frequent explanations at any stage of use of the supported AI system, experienced users who are supposed to use the system in the daily clinical routines, may require less frequent explanations, possibly focusing on rare or unexpected situations. The level of detail and thus the duration of the explanation may also be different, according to the specific needs of different stakeholders in different contexts, with different goals.

The modalities of explanation: How is explainability represented? Different choices are possible when deciding how to explain. A first option is to support perceptive interpretability [3]. This concept refers to interpretations that can be humanly perceived, (1) through the highlighting (often visual) of important input features with respect to a given output (saliency), (2) through the observation of the stimulation of neurons or groups of neurons (signal interpretability), and (3) through the composition of logical statements or sentences that can explain, even indicating causality (verbal interpretability). Often, perceptive interpretability is founded on an abstraction of the task at hand, which focuses on the most important aspects that explain the reached solution. Systems based on perceptive interpretability work with different techniques with respect to the ones used for the given task. For example, a fuzzy rule-based system may be coupled with an artificial neural network (ANN) system in diagnosing electrocardiographic (ECG) signals [4]. As for perceptive interpretability through visual and graphical systems, a widely acknowledged distinction exists between directly understandable data, which are visualized through one or two dimensional representations, and multi-dimensional representations, which are not directly understandable [2]. A second option...
is to consider **interpretability by mathematical structures.** In this case, either simple mathematical models are used, or different data-oriented approaches are used to highlight hidden features of data, such as data clustering, perturbations, data dependencies. Systems which support interpretability via mathematical structures consider outputs (which are ultimately perceptive) that require deeper cognitive processes and background knowledge, before being interpretable [3].

Further distinctions about the modalities of explanations supported by different XAI systems consider **model-agnostic approaches** and **model-specific approaches.** While the first approaches attempt to provide explanatory information only by observing input/output associations, model-specific approaches consider also specific features of the model under explanation [1]. A last aspect to consider for XAI systems is their scope. Indeed, some contributions focus on single predictions/classifications of the supported system (i.e., a single pair of inputs/output). Such systems have a local scope [5,6], in comparison with other approaches that have a global scope, which are designed to explain the overall reasoning mechanism of the model. Moving closer to applications in medicine, some aspects of AI have been identified that make XAI systems in medicine challenging but worthy of rigorous investigation. Factors as risk and responsibilities, accountability, and trustworthiness, even though already considered in non-medical domains, become here prominent and multifaceted. As an example, while explainability is a strong requirement in the clinical domain, as for acceptance, accountability, and legal compliance, a certain level of opaqueness can be acceptable for some clinical users, provided that some functional understanding of the model is supported, disregarding a possible low-level algorithmic understanding [2,3,7].

As XAI in medicine is in an early stage of investigation, some further issues have to be faced. Among them, the evaluation of XAI systems with actual end-users will help understand, represent, and satisfy user requirements [1]. **Causability** is the term proposed in [2] to explicitly highlight the need of measurements for the quality of explanations. In this direction, explanation interfaces have to make the results obtained through the explainable model both usable and useful to the considered stakeholder. Causability is thus a measure for the usability of such a human–AI interface.

All the previous arguments we discussed lead to a further, recently highlighted consideration [1]. Researching and developing XAI in medicine is an interdisciplinary task, which requires the active participation of different stakeholders, to cover different perspectives. Methodologies for the design of XAI systems in medicine would require skills from different scientific domains, such as AI, medical informatics, software engineering, medicine, healthcare, and cognitive sciences.

2.2. Applications

We find many examples in the literature of research activities that are devoted to exploring XAI in medical domains. Here we report some recent examples regarding different techniques.

ML algorithms such as neural networks are inherently non-explainable and are typically referred to as “black-box” models. However, there are some examples where neural network models can be shown to produce explanatory descriptions to support the interpretability of the output. In one study, the authors proposed a modular framework, CEFEx (CNN Explainability Framework for ECG signals), a post-hoc tri-modal evaluation structure that provides local interpretations and explanations from convolutional neural networks [8]. The evaluation of the model’s capacity is performed through quantitative interpretability, where the metrics represent the features learned by the model. In addition, the visualization of the features allows visually correlating the features. Pennisi et al. employed a novel lung-lobe segmentation network to identify CT scans of COVID-19 patients and automatically categorize specific lesions [9]. They integrate the pipeline into a web application to support radiologists in the investigation of this disease.

In recent years, ensemble learning has achieved excellent results incorporating explainability. Yeboah et al. present an ensemble clustering-based XAI model for traumatic brain injury (TBI) prognostic and diagnostic analysis [10]. The goal is to identify patient subgroups and key phenotypes that delineate these subgroups using tomography data, exploring the features’ relevance. In another example, the authors proposed an auxiliary decision support system that combined ensemble learning with case-based reasoning (CBR) to help physicians improve the accuracy of breast cancer recurrence prediction [11]. They use extreme gradient boosting (XGBoost) to predict the risk of breast cancer recurrence, and then use CBR to explain the reason for the prediction. Of note, they conducted a survey of 32 oncologists to assess the utility of the system as perceived by users, measuring the evaluation of the system through a questionnaire, leading to a positive assessment by the users of the system.

There are different examples of the usage of systems that exploit the explanations through rules-based systems extracted from medical data. They generated explanations in a human-understandable format, increasing the trust to believe the results given by the support system. El-Sappagh, et al., proposed a system of fuzzy IF-THEN rules [12]. It integrates reasoning with fuzzy reasoning over an ontology. They proposed and implemented a new semantically interpretable fuzzy rule-based system framework for diabetes diagnosis that is able to provide accurate decision support as a result. Kayya et al. developed an Allergy Diagnosis Support System (ADSS) [13]. They applied several ML algorithms and then selected the best-performing algorithm using k-fold cross-validation. In terms of the XAI method, they developed a rule-based approach by building a random forest. Each path in a tree is represented as an IF-THEN rule, and these rules are stored in a rule base for expert assessment. Additionally, the authors developed a mobile application, which can assist junior clinicians in confirming the diagnostic predictions.

Although the user represents a central aspect in the approaches we have just seen, the creation of an explainable system to use in a particular context requires a multi-disciplinary collaboration, involving collaboration with the stakeholders. Schoonderwoerd et al. presented a case study of an application of a human-centered design approach for AI-generated explanations [14]. The approach consisted of three components:

(i) Domain analysis to define the concept and context of explanations;
(ii) Requirements elicitation and assessment to derive the use cases and explanation requirements; and
(iii) The consequential multi-modal interaction design and evaluation to create a library of design patterns for explanations.

They apply this system in the context of child health. Dragoni, et al. proposed an XAI system based on logical reasoning that supports the monitoring of users’ behaviors and persuades them to follow healthy lifestyles [15]. In this case, the authors first assessed the usability of the application with questionnaires filled out by the user. Second, they validated the correctness of the explanation generated by the system. Finally, the last evaluation included an effectiveness analysis of the generated explanations.

3. Towards a foundational definition of XAI in medicine

We propose a conceptual framework for XAI that captures the intersection of four characteristics that are typical of any information system, statistical model, or software application. These characteristics are **Interpretability, Understandability, Usability, and Usefulness**, respectively. **Interpretability** is the degree to which a user can intuit the cause of a decision and thus the ability of a user to predict a system’s results [16]. **Understandability** is the degree to which a user can ascertain how the system works, and leads directly to user confidence in the system’s output. **Usability** is the ease with which a user can learn
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...is a complex concept. It is not merely a characteristic of the model, sectionality of the four characteristics just described, explainability explainability, as is shown in Fig. 1.

However, when it comes to AI, we are not talking about any information system. Rather, AI systems and applications typically realize some kind of reasoning task, to support some kind of decision-making, such as proposing a clinical diagnosis or controlling a task in an engineering operation, or to derive new knowledge/information in some specific context, as mining hidden patterns in patients’ clinical histories. Perhaps unique to AI applications, we need two additional dimensions in order to realize an ability to provide user confidence that the decision was correct, but even more so, the ability for a user to ascertain how the system works. Thus, we propose that understandability is one such dimension, and furthermore that it is, in our framework, complementary to usability. That is, usability is enhanced via understandability: an AI application that is understandable is more likely to be usable.

The first characteristic of AI systems that we consider to be central to our framework is interpretability, which we construe as the degree to which a user can intuit the cause of a decision; in addition, it is the degree to which a human can consistently predict a model’s results, based on her experience with the application. Just as understandability and usability are complementary, we propose that interpretability and usability are complementary as well. For example, a user of an AI application is more likely to find it useful, something that would meet her needs for a given purpose, if the result or decision made by the application is interpretable in the face of a real-life contingency.

This framework is illustrated as a Venn diagram in which these four characteristics overlap various points of articulation, but most importantly in the center, where all are needed when considering explainability, as is shown in Fig. 1.

Where these four characteristics intersect is that smallest, yet richest, segment of the Venn diagram, explainability. Due to the intersectionality of the four characteristics just described, explainability is a complex concept. It is not merely a characteristic of the model, but rather something that emerges from the intersection of the four characteristics we addressed here. As a result, we maintain that it is best to describe explainability in a multidimensional way through addressing a series of seven questions through the lens of others who have worked extensively in this domain.

The proposed foundational definition of XAI does not explicitly contain any specific reference to the medical and health domains. Indeed, the concepts introduced here are general and can be applied to any domain. However, we would stress here that, to the best of our knowledge, the definition of explainability as the intersection of four different characteristics is both original and particularly well suited for medicine and health AI.

As for the novelty of our definition, we identify here two different aspects: (i) from one general side, we explicitly distinguish the concepts of interpretability, understandability, and explainability. Such distinction is not clearly discussed in the existing literature, where, for example, interpretable and explainable are often taken as synonyms (see, for example, [1,3,18,19]). On the other hand, we explicitly introduced usability and usefulness as first principles of explainability. Such user-oriented aspects of explainability, even though considered and highlighted in the considered literature, have not been discussed as main component of a complex concept as complex as that of explainability.

The highlighted novelty of our foundational definition is also the leverage for making it especially well-suited for medicine and healthcare. Indeed, in our view, Medicine and healthcare are characterized by some specific features, which need to be considered as central for XAI. The first feature consists in the presence of distributed, heterogeneous decision-making tasks and a second can be defined as knowledge-intensive domain. The presence of distributed, heterogeneous decision-making tasks and of the corresponding XAI systems justify the presence of usability and usefulness in the definition of explainability. Indeed, usability and usefulness have to be evaluated according to different users and tasks. They are not absolute concepts and need to be assessed “on the field”.

The usability of systems that have to be adopted by specialized physicians in some intensive clinical setting requires it to be evaluated by the pertinent clinical stakeholders, while, for example, the usability of XAI systems supporting the communication and shared decision-making among clinicians, general practitioners, and patients (e.g., in a web...
app supporting the mental health monitoring of home patients) should be suitably assessed according to different explainability requirements, corresponding to different background knowledge and roles of the involved stakeholders.

Moreover, such knowledge-intensive and decision-intensive tasks require one to distinguish between interpretability and understandability. Indeed, while the concept of interpretability is related to the capability of predicting a system’s result, even without being aware of the “internal” structure and functioning of the system, understandability refers to the capability of being aware of how the system works. In many intensive decision-based tasks, such as the prompt reaction to some unexpected change in an ICU patient’s condition, the interpretability of an AI-based system may emerge as an indispensable feature. Indeed, the clinician has to be able to recognize how recorded vital signs are related to the alarms triggered by an AI-based system. It is worthwhile to stress that interpretability does not mean that the AI-based system is not important or useful as the user is able to predict the system’s result. Indeed, the capability of predicting the system’s result, does not mean that a human can process all the required data in an acceptable way, according to the requirements either related to the number of patients to consider or to the real-time results.

On the other hand, interpretability alone is often not sufficient to attain a necessary level of explainability. Understandability requires that the stakeholders have to be able to understand how the AI-based system works. In many medical and healthcare AI-based systems it may be important to have a deep understanding of the system internal behavior, in a way comprehensible to the specific clinical stakeholder. Let us continue with the example of an AI-based system for patient monitoring in ICU. While the AI-based system supporting real-time monitoring requires some kind of interpretability, the same AI-based system in the reporting and data analytics part could require more explicitly some kind of understandability. Indeed, when doing off-line data analysis it may be important to understand how the system is able to derive even unexpected results. As these results have to be related to existing and evolving medical knowledge, a deep comprehension of system technicalities and behaviors would also support a suitable elicitation of new medical knowledge.

4. Questions, propositions, and desiderata in the quest to attain XAI in medicine

After the proposal of our foundational definition of XAI in Medicine, supported by some simple examples in clinical domains, let us now move to more concrete issues that are necessary to consider in the practical development and use of (explainable) AI-based systems in medicine and healthcare. In the following we will touch on several different issues. After considering the design of XAI systems in Medicine (What are the requirements for XAI? How can we evaluate the goodness of the provided explanation?), we will introduce some further motivation supporting the distinction between understandability and explainability (If an AI system’s output is understandable, is it automatically explainable?). Then, we will deal with the importance of modeling the considered medical domains (What is the role of domain understanding in achieving XAI in medical applications?). We will then continue with some more abstract aspects, as they relate to the evolution from data to wisdom through explainability (Can explainability draw us closer to wisdom?), to (Can an AI system that is not explainable be trustworthy?) and that connecting explainability and trustworthiness (Can an AI system that is not explainable be trustworthy?). We will end this section by answering the (usually hidden) question: Is XAI in medicine always required?

The questions we will deal with in this section complement the foundational definition we proposed in the previous section and apply such definition with respect to real-world aspects of XAI in clinical contexts.

4.1. What are the requirements for XAI? How can we evaluate the goodness of the provided explanation?

Proposition: There are tangible, instantiable, user-centered requirements that must be met in order to achieve an XAI system; more specifically, there is the need to measure, interpret, and understand usability vs. usefulness, and interpretability vs. understandability, and how those two relate to each other in the context of use and users, particularly in the context of AI in medicine.

Similar to any information system, systems that employ AI can and should be developed and evaluated using state-of-the-art methods that can be extended to the domain of explainability. While validation and verification have been part of the canon for evaluating AI systems for several decades, these focus on operability and the accuracy of knowledge representation and inference. However, neither validation nor verification have fully taken into account the explainability or interpretability of the results from a user’s perspective. Proposed here are desiderata in two broad domains of requirements for XAI that would serve to further the development of AI systems that help users to understand how such systems reach conclusions or offer advice. These domains are linking the cognitive to the explainable, and the evaluation of explainability.

- Linking the cognitive to the explainable: the role of theory. Knowledge elicitation has long been the central purpose of knowledge engineering, but it focuses on developing a knowledge base that does not address the needs of users as they interact with an AI system. This lacuna is especially evident with regard to the user interface. It is argued here, and supported in the literature, that qualitative inquiry driven by theoretical frameworks is needed to develop user-centered interfaces for ML in healthcare applications [20]. Theory-driven user interface design that takes into account the cognitive and behavioral aspects of users is foundational to achieving true explainability. This extends traditional principles of user interface design to include aspects of what influences user interpretation. Such aspects include attitudes and beliefs that may bias interpretability and subsequently influence users’ confidence and understanding of the system and its results.

In their recent survey of models for achieving explainability, Markus et al. provide a framework for choosing the type of explainable interface between model-, attribution-, or example-based explanations [19]. They advocate for methods for achieving explainability that are sensitive to the requirements of the problem domain, and that these should drive the choice of approach, rather than enforcing a single paradigm of explainability. In a word, they call for an agile approach to attaining explainability in AI systems turns to fuzzy set theory and its application to fuzzy reasoning systems. Such systems provide a plausible paradigm for modeling explainability, since natural language is one defining characteristic of fuzzy systems. Alonso Moral et al. argue for this paradigm, showing how user-centered explainability is connected to fuzzy modeling [21]. Finally, any effort to establish explainability needs to be linked to the cognitive aspects of human inference. It is arguable that there is no more urgent need for this in medical decision making. An example of this kind of cognition is seen in the principle of ex adiuvantibus, which is the inference leading to a conclusion, such as the cause of a diseases, that is based on evidence that the disease responded to a treatment. As an example, one might infer that a migraine headache was caused by exposure to a specific allergen because an antihistamine was shown to prevent the headache. Such causal inferences many or may not be correct in practice, but they are made frequently in clinical practices, and in fact this type of reasoning is at the heart of allopathic medicine.
A user-oriented perspective of explainability. The growing research community in XAI has already developed a number of highly successful XAI methods [22]. Explainability in this context highlights technically decision-relevant parts of machine representations and machine models. For example, parts that contributed to model accuracy during training or to a particular prediction are visualized by a heatmap, a good and proven example being the very well known Layer Wise Relevance Propagation (LRP) method [23]. However, this visualization does not refer to a human model. For this purpose, the concept of causability was introduced, which is defined as the measurable extent to which an explanation reaches a certain level of causal understanding for a human end-user [2]. Since this concept refers to a human model, it can be used very well to design and evaluate future human–AI interfaces [7]. These future Human–AI interfaces must provide a successful mapping between Explainability and causability and foster contextual understanding and allow the expert to ask questions and counterfactuals (“what-if” questions) [24]. At the same time such question–answer interfaces can make use of a human-in-the-loop, who can bring human experience and conceptual knowledge to AI processes — something that the best AI algorithms available still lack. An example that is important for medical AI is the classification of entities into several classes, where typically, taking into account the uncertainty about the membership of the classes, entities are classified as “yes”, “no”, or “maybe”. However, in doing so, it is desirable – especially in medical problems – to indicate the propensity or probability of a classification to belong to a single yes or no category. Neural networks have proven their high performance in crisp classification, however, as we know, the solution is not comprehensible and therefore difficult or impossible for a human expert (e.g. a physician) to interpret and understand. Rule-based systems are in principle explainable, however they are based on formal inference structures and also have problems with interpretability due to their high complexity. We must emphasize that even human experts sometimes cannot explain, but construct mental models of the problem and use these models to select the best possible solution. Hudac et al. propose a classification by aggregation functions of mixed behavior through the variability of ordinal sums of conjunctive and disjunctive functions [25]. In this way, domain experts should assign only the most relevant observations regarding the considered attributes. Consequently, the variability of the functions provides room for ML to learn the best possible option from the data. Such a solution is tractable, reproducible and explainable to domain experts.

Evaluating explainability. Ultimately, explainability is in the eye of the beholder, i.e., the user. As such it is incumbent on those who aim to develop XAI systems to account for their usability, but also their usefulness. Usability can be measured using modifications of such instruments as the System Usability Scale (SUS). A detailed retrospective examination of the SUS is provided in [26]. Modification to this scale would need to account for the interpretability of the system, including both inputs and outputs. Another approach to usability assessment is one that focuses on causality [2,27]. This approach allows users and developers to trace inferential pathways and evaluate them for plausibility. As such, not only can inferential errors be identified rapidly, the reasoning behind them can, as well. Using this scale, a deep assessment of usability can be obtained throughout the system development life cycle. Yet another approach to assessing usability focuses on user-centered reporting of results, such that users provide important input on and influence over what is reported by the system. This was shown to be an effective way to ensure that random forest results were reported in a way that users found them to be interpretable [28]. However, none of these approaches to evaluating explainability address the issue of usefulness. While a system may be usable, it is not necessarily useful, meaning that the system addresses some important task, telling a user something they did not already know or infer from available facts or knowledge. To assess usefulness, one needs to turn to long-term, post-hoc qualitative and quantitative evaluation of how, when, and why the system is being used and in what contexts does it fit (or fail to fit) workflows. Another consideration for usefulness is whether or not a system is used in practice to replace another. This is especially important in busy clinical settings, where AI systems might be used to augment medical decision making. However, if a system is not useful, practitioners will not use it, even though it might be very usable, or they will use the system but develop workarounds to make it more useful, sometimes with consequences that are potentially catastrophic to patients. For this type of evaluation, the frameworks mentioned above can inform the development of strategies and methods for observing the use of AI systems in these contexts in real-time, and the framework-driven analysis of data obtained during this endeavor.

4.2. If an AI system’s output is understandable, is it automatically explainable?

Proposition: Understanding the output from an AI system is foundational to explainability, but it is only one requirement that has to be merged with usability, usefulness, and interpretability to compose explainability. A central goal of ML is to build a model which summarizes linear and/or nonlinear patterns in a dataset. Good models are useful for making predictions in new data and thus have the quality of generalizability, which in turn makes them useful. Most ML models, such as those derived from neural networks or gradient boosting, have an underlying mathematical foundation. For example, a neural network model can be written as a summation of products of weights and inputs from data and hidden layer nodes. Thus, our knowledge of the mathematical foundation of a model makes it inherently understandable in that we know the function that relates the data inputs to the outcome being predicted. Our understanding can be improved by conducting experiments on the model by, for example, perturbing inputs and/or model components to observe their effects on model quality metrics. We can even decompose the model into linear and nonlinear components using these kinds of perturbation experiments when combined with entropy-based measures from information theory, for example. In this way, it is possible to gain a good understanding of a model. But does understanding translate to explainability?

As previously described, characteristics of XAI include usability, usefulness, interpretability, and understandability. Knowing the mathematical basis of a model does not necessarily make it useful. For example, a neural network model might do a good job of predicting 30-day hospital readmissions following surgery. Further, the model might generalize well to clinical data from other hospitals. The model is understandable because the mathematical basis is known and can be described. Although the model is predictive and understandable, it might not be useful for reducing readmissions if the features include patient demographics such as gender and zip code which cannot be changed to improve the outcome. As another example, consider a neural network model relating gene expression features to risk of disease, where the predictive features include a number of housekeeping genes required for the maintenance and function of all cells. The model might be understandable and useful, but it might not be interpretable. In other words, it may be difficult for the domain expert to come up with an explanation for why this set of genes contributes to disease risk when they impact every cell in the body. This in turn would limit the ability of a pharmacologist to develop a therapeutic intervention.

Understanding an ML model is thus a first step towards XAI. While complementary, usability, usefulness, interpretability, and understandability can be synergistic. For example, a domain-specific knowledge
graph can make a model more understandable and more interpretable by informing the user of biological relationships among the features [29]. Further, biomedical ontologies can facilitate both understanding and interpretation because the feature relationships have been described through a synthesis of multiple knowledge sources that capture their semantic meaning [30].

4.3. What is the role of domain understanding in achieving XAI in medical applications?

Proposition: XAI-based systems need to start from modeling the biomedical and clinical domain in order to obtain a true understanding of the context in which these systems will be used. As stated by several authors, a key aspect of building biomedical (and in particular clinical) AI-based systems is to understand the context. For example, understanding the context of clinical decisions means to model the patients’ careflow: identify the key actors of care and the decision-makers, explicitly define the timing of decisions, and clarify the data collection phases and their critical elements, including the potential sources of missing data. Only by deeply analyzing all these aspects it will be possible to design a successful AI-based system and to properly identify the explainability components. The real importance of an AI system in medicine is to support the planning and delivery of medical treatment more than just perform diagnostic labeling [31]. XAI is essential to achieving this goal, in addition to the strategies to induce trust in AI-supported decisions.

To this end, there is the need for integrating stakeholders and users into entire AI development life-cycle. Following the approach proposed by Bellazzi and Zupan in [32], a potential strategy is to apply in the design of AI-based systems the same conceptual model proposed for data mining models by the Cross Industry Standard Process for Data Design of AI-based systems the same conceptual model proposed for [32]. Further, biomedical ontologies can facilitate both understanding the biomedical context, modeling the process and clearly expressing the goals. Data needs to be modeled; as well, it should be understood who and when data are collected, which is often related to the nature of missing data. Finally, having clearly in mind the deployment scenario is a key driver for designing XAI approaches. In this phase all actors involved in decision making should be involved, resorting to different instruments, from formal questionnaires to qualitative interviews. Several other development methodologies could be suitably adopted/extended/adapted when designing and implementing XAI systems in medicine, where the different stakeholders and the application domain are explicitly dealt with. As an example, well established methodologies as CommonKADS, supporting the design of knowledge-intensive systems coupled with UML notations, as well as methodologies dealing with the design of ontology- and/or data-based reasoning/analytics systems could provide suitable techniques for domain understanding and modeling [33–36].

As also reported by the EU white paper [37], AI systems and their decisions should be explained in a manner that is adapted to the appropriate stakeholder.

Among the specific features of medicine and health, we have to consider when designing XAI medical applications, we distinguish here:

- **The heterogeneous nature of medical data.** Medical data consists of images, movies, biosignals, and structured and unstructured alphanumeric data from electronic medical records. All of this data needs to be suitably integrated into and consistently and appropriately managed by XAI medical applications. Even though explainability has been considered for these different kinds of information systems (see, for example [38,39]), further research efforts will have to deal with the elicitation of both visual and textual knowledge from such kinds of data, often left partially implicit by skilled physicians [40]. As an example, while radiology is mainly based on images, which are visually analyzed by radiologists even by the support of computerized devices, and related natural language reports, oncology deals mainly with knowledge represented in a textual way, often highly structured (as in the case of chemotherapy guidelines), while cardiology has a lot of information and related knowledge expressed through biosignals (e.g., the electrocardiogram) and movies (e.g., echocardiograms).

- **The presence of highly specialized knowledge in different clinical and healthcare domains.** Specific domains as cardiology, oncology, neurology, healthcare policy, and so on, have their own vocabulary, specific shared knowledge about diagnosis, treatments, and so on [41,42]. XAI systems have, thus, to deal with jargon, abbreviations and terminological heterogeneity, idiosyncratic usage habits, and different kinds of knowledge, as previously stressed, especially when they have to support the exchange of shared information [43].

- **The presence of many different specialized processes, requiring the coordination of different stakeholders.** Explainability in medicine and health is often related to the results of prediction and/or classification tasks towards diagnosis and/or therapy effects and so on. Besides this “static” part, clinical tasks as monitoring, diagnosis, therapy, and prognosis are merged in a “dynamic” context, composed of complex medical or healthcare processes and pathways. In such processes, different healthcare actors, as clinicians, epidemiologists, nurses, and technicians, are involved with different roles. XAI systems cannot avoid facing these intertwined aspects, related to knowledge, information, processes, and actors, to suitably support specific clinical activities [44].

4.4. Can explainability draw us closer to wisdom?

Proposition: Explainability is a requirement to completing the data-information-knowledge-wisdom spectrum. Understandability is an essential prerequisite for the transition from information to knowledge and provides a path to the realization of knowledge as wisdom. Explainability can, on the one hand, promote trust on the part of end users (compare with the previous section), and, on the other hand, promote understanding and, in turn, trust on the part of developers of algorithms, and finally also provide new insights. Trust is of eminent importance and is often underestimated and in order to bring AI into the real world, it must be trustworthy [45]. To be trustworthy, any AI must comply with applicable rules and regulations, adhere to ethical principles [46], follow legal issues [47] and be implemented in a secure and robust manner. This is particularly required by the EU High-Level Expert Group on AI.¹

In classical philosophy since ancient Greece, explanations have always been central, as the word philosophy itself means “love of wisdom”. A good example is the deductive-nomological model of Hempel and Oppenheim (1948) [48] which is based on a formal structure of scientific explanation of a causal relationship using natural language. The model consists of two parts, the proposition to be explained (explanandum) and the explanation itself (explanans), which is composed

of general law statements and (empirical) boundary conditions (an-
tecedent statements) as premises. The preliminary work on this was
already served by Karl Popper in his work “Logic of Research” [49].

Colloquially, explanations differ in their completeness or degree of
causality [50]. In his work, Tim Miller (2019) [51] combined in-
sights from the social sciences with explanations in AI and divided
explanatory questions into three classes: (1) what-questions, such as
“What happened?”; (2) how-questions, such as “How did this
event happen?”; and (3) why-questions, such as “Why did this event
happen?”.

“Moving closer to wisdom” implies also that physicians and other
clinical stakeholders receive some feedback on their own capabilities
and attitudes towards explainability: do we need that AI systems have
sophisticated explainability capabilities when it happens that phys-
cians do not spend any effort to explain their choices? From one point
of view, we could say that requirements about explainability have to
be more strict for AI systems. Indeed, “we may hold physicians
responsible for their lack of explainability and potential mistakes,
but we cannot do the same with AI” (from [52]). On the other side,
XAI systems can support clinicians in providing even more sound
and founded decisions. In this direction, AI systems have to be considered
as tools that require a specific and sound certification process also
with regards to explainability. Similarly to what happens to marketed
drugs, which need to follow strict certification processes before being
approved, also XAI systems should be formally approved before used
in real world clinical and healthcare contexts. Such kind of approach,
followed by a continuous monitoring after the introduction of such
tools in real clinical contexts, would help to clarify responsibilities both
for physicians and for the producers of XAI systems.

4.5. Can an AI system that is not explainable be trustworthy?

Proposition: XAI is an integral component of trustworthy AI
systems. In 2019 the EU has published the Ethics Guidelines for trust-
worthy AI, which contains a general framework where explainability
represents an important component. These guidelines have been used
as a basis for some of the sections of the proposal of the Artificial Intel-
ligence Act released by the European Commission in April 2021. The
guidelines correctly states that “Trust in the development, deployment
and use of AI systems concerns not only the technology’s inherent prop-
eties, but also the qualities of the socio-technical systems involving AI
applications ... it is not simply components of the AI system but the
system in its overall context that may or may not engender trust”. To
this end, AI systems should be lawful, i.e., complying with laws and
regulations, ethical, i.e., being to ethical principles and robust, both
from a technical and social perspective. The guidelines also provides
seven requirements for implementation of AI trustworthy solutions,
including:

• human agency and oversight
• technical robustness and safety
• privacy and data governance
• transparency
• diversity non-discrimination and fairness
• societal and environmental well-being
• accountability.

Explainability is considered as a component of transparency, together
with traceability and communication. In our view explainability has an
horizontal impact which is wider than what is stated in the guidelines.
First of all, within transparency, it has a strong overlap with commu-
nication, which is related to understandability. Second, explainability
is a key component of accountability, since it provides instrument to
keep track of the decisions, going back to the “reasons-why” an AI
tool, or a decision-maker empowered by AI solutions, has suggested
the decision. Finally, it can be considered as a way to ensure technical
robustness, providing explanations about change in decisions related
to changes in the attribute values; this provides ways to control the
performance of the algorithms and identify aberrant situations. Rather
interestingly, trustworthiness allows to jointly consider two related
concepts: explainability and reliability. “Reliability” is a component
of robustness that indicates the degree of trust that we have on the
prediction made by an ML model on a single example [53]. Coupled
with local explainability ensures that local predictions can be used in
a safety critical context as medicine is.

4.6. Is XAI in medicine always required?

Proposition: Explanations are not always required in order for
an AI model to be useful. Functional specifications obtained from
deep analysis of the problem domain and users should determine
when explainability and interpretability are required. While many
recognize the necessity to incorporate explainability features in AI
models, addressing user needs for understanding AI remains an open
question. As the type of interpretability needed varies depending on
the context, it is clear that XAI must take a human-centered approach.
The same explanation may be more or less comprehensible to different
users or even to the same user engaged in different roles and we
should not confuse the different notions of interpretability because each
kind serves a different purpose [54]. For instance, we cannot provide
algorithm designers and end users with the same explanations. An ML
expert might prefer an explanation that helps them debug the model
and understand its inner-working [55]. In contrast, an end user might
require a causal explanation of predictions to ensure that decisions
informed by those predictions are fair [56].

The use of techniques to explain AI models has become central in
human-centered systems. For example, visual analytics systems help
users understand and interact with AI models by providing them with
visualizations and tools that facilitate the exploration, analysis, inter-
action with AI models. To close the gap between XAI methods and user
needs for transparency, the human–computer interaction community
has called for interdisciplinary collaboration [57] and user-centered
approaches to explainability [58]. The need to create effective explain-
ability features in diverse medical applications led to novel ways to
probe user needs. As an explanation can be seen as an answer to a
question, Liao et al. represented user needs for explainability in terms
of questions a user might ask about the AI model, thus creating a
question bank, a list of prototypical user questions that XAI methods
can address [59]. It is essential that model developers understand why
an explanation is needed and what type of explanation is helpful for a
given situation.

AI models do not need to be interpretable to be useful [60]. In
this context, a blanket rejection of black-box methods in decision
support systems may be hasty. For example, suppose an AI model yields
accurate predictions that help clinicians better treat their patients. In
that case, it may be useful even without a detailed explanation of how or
why it works. Therefore, it is essential to identify biomedical
applications in which black-box answers generated by AI models
can have a useful role in decision support systems and thus can be safely
used.

When an AI model produces the best results or yields accurate pre-
dictions that help clinicians better treat patients, it may be useful even
without detailed explanations. For example, in reading medical images,
trained AI systems enhance the performance of human radiologists in
detecting cancers [61,62]. That is not to say that AI interpretability is
not valuable. In particular, when AI models are used in an automated
fashion, laws and regulations should require a causal explanation of AI
decisions to ensure that they are fair [63]. However, in situations when
AI models do not lead to automated decision making, an explanation

may not be needed and auditing [64] together with judicious testing of
AI models via randomized control trials [65] might be sufficient.

Although the process used by AI models to generate predictions can
be limited and biased, it is also different from human thought processes
in ways that can reveal new connections. This creates a case for using
black-box AI models as tools to guide human inquiry [66,67]. For
example, in a groundbreaking medical imaging study, a deep learning
model was trained to diagnose diabetic retinopathy from retinal im-
ages [68]. The model achieved performance comparable to a committee
of ophthalmologists. Further, the model accurately identified several
characteristics that are not generally assessed with retinal images,
including cardiac risk factors, age, and gender [69]. No one had
previously noticed gender-based differences in human retinas, so the
black-box observation inspired researchers to investigate how and why
male and female retinas differ.

Moving to a final example, XAI needs to be declined in different
ways in different contexts. Indeed, the explanation requirements
regarding clinical medicine, for example, may have to deal with spe-
cialized physicians, who could have a knowledge in the specific domain
that not requires XAI (but an AI system with certified good perfor-
mances), while, considering, for example, the issue of pandemic man-
agement, requirements from epidemiology or national health policies
and management could be extremely demanding, as possible relevant
public decisions have to be suitably justified [70].

5. Conclusions and research directions

The issue of explainability in AI is evolving at a rapid pace. As we
have seen in this paper, there has been considerable research into XAI,
but there is still much to be done. We note here five broad areas where
more research is needed.

• Bridging the gap between symbolic (ante hoc) and sub-
symbolic (black-box) approaches. Sub-symbolic ML approaches
and symbolic ones are currently considered by two research
communities, having often completely different perspectives and
background. XAI requires that such dichotomy has to be over-
came. Indeed, symbolic approaches, as the ones related to logics-
based proposals, ontologies, query systems, Bayesian networks,
and so on, would be grounded in order to use them in estab-
lishing explainability [71]. Research on the seamless proposal
of “hybrid” systems, merging both sub-symbolic and symbolic
approaches still requires a lot of joint efforts.

• Engineering explainability into intelligent systems. An impor-
tant, even fundamental question is whether and how explainabil-
ity can actually be engineered into AI. Even given our conceptual
framework for thinking about XAI (Section 2), we still need to
address the idiosyncrasies of individual intelligent systems as well
as those of their users. We contend that more specialized research
into the structural, functional, and behavioral characteristics of
these systems and the environments in which they are situated
should be the targets of rigorous mixed-methods research that
encompasses the entire system ecology, from in silico to in vivo
contexts.

• Evaluating and improving the effects of explainable compo-
nents and approaches. The evaluation of intelligent systems, as
a scientific and methodological discipline, is changing, yet there
needs to be more systematic investigation and implementation of
these methods. Too often, there is emphasis on the accuracy of a
decision made by such systems, typical as a proportion — whether
in terms of overall accuracy (percent “correct”), or more nuanced
indicators such as sensitivity, specificity, predictive values, or
their derivatives such as the F-score or areas under the receiver
operating characteristic curve or under the precision–recall curve.
None of these well-used metrics indicate anything about the
effects of the system on user beliefs, attitudes, or behavior. These
are effects that require, again, deep mixed-methods research, this
time applied to evaluating the effects of XAI (or its absence) on
such issues as user acceptability, actions taken (or not) based on
the results offered by the system, and overall impact on clinical or
other workflows.

• Determining when explainability is needed. Is explainabil-
ity always needed? This is a fair question, indeed. AI systems
(or “subsystems” that work in the background to provide some
inference to assist another systems might not require real-time ex-
plainability. A feature selection algorithm as part of a knowledge
discovery or decision making workflow is one example if such an
AI. However, we would argue that in order for software develop-
ers who need to use such subsystems in their work, explainability
to them is critically important. They have to know how that
subsystem works and why. But to the end-user of that workflow,
it might not be so important in real-time. Rather, an in-depth
description of the entire workflow and its components should be
provided so the end-user understands how the overall system
works. This situation begs the question again: “Is explainability
always needed?”... The answer, we propose here, is yes, but titrated
to the needs of the user at particular times or in response to
specific events.

• Investigating the design of user-centered and user-tailored
explainability artifacts. If there were ever a more urgent need for
rigorous research into user-centered design, it is hard to see
one that surpasses the field of XAI. Such design, as noted, must
be sensitive to workflow contexts, certainly, but there are other
equally important considerations. One of the most important of
these is the involvement of users into the design process. Rapid
prototype design paradigms should be used in order to keep users
involved during all phases of the development and implementa-
tion of AI systems. We already do this to some extent in the field
of knowledge engineering, although history is full of examples
where gaps in knowledge acquisition and representation have led
to system failures, some with catastrophic results

We hope that our examination of the issues involved in developing
XAI systems – our manifesto, if you will – will not be construed as the
definitive work in this area. Rather, hope that the issues we considered
here will stimulate further thought and hopefully fruitful research
and development of XAI systems, particularly in medical contexts, but
extending beyond to other contexts as well.
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