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 A significant portion of 

biomedical information is stored 

in textual form.

 Electronic Health Records

 Ambulatory notes

 Admission notes

 Progress notes

 Discharge summaries

 Radiology reports

 Pathology reports

 Free-text entries and 

comments

 ……

Radiology reports include CT, ECG, MRI, x-Ray, ultrasound, mammography, etc.

Free-text Clinical Data in EHR
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The Cloud, the Crowd, and Big Data

 Biomedical literature

 Books, guidelines, surveys

 Wikipedia

 Social media (Twitter, Facebook, 

Reddit, blogs)

 News, reports

 Open innovation contests

• Topaz M, Lai K, Dhopeshwarkar N, Seger DL, Sa’adon R, Goss F, Rozenblum R, Zhou L. Clinicians’ reports in electronic health records versus 

patients’ concerns in social media: a pilot study of adverse drug reactions of aspirin and atorvastatin. Drug Saf. 2016

• Tang C, Zhou L, et al;. Comment Topic Evolution on a Cancer Institution’s Facebook Page. Applied clinical informatics 2017

• Blumenthal K, Topaz M, Zhou L, et al. Mining Social Media Data to Assess the Risk of and Soft Tissue Infections from Allergen Immunotherapy. J 

Allergy Clin Immunol. 2019

• Hua Y, Jiang H, Lin S, Yang J, Plasek JM, Bates DW, Zhou L. Using Twitter Data to Understand Public Perceptions of Approved versus Off-label 

Use for COVID-19-related Medications. J Am Med Inform Assoc. 2022. PMID: 35775946;.
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Speech Recognition

 Dictation

 Voice-enabled care (virtual medical assistants; chatbots)

 Speech and Diseases

• Zhou L, et al. Analysis of Errors in Dictated Clinical Documents Assisted by Speech Recognition Software and Professional Transcriptionists. 

JAMA Network Open. 2018 

• Blackley SV, et al. Speech Recognition for Clinical Documentation from 1990 to 2018: A Systematic Review. JAMIA 2019

• Goss FR, et al. A Clinician Survey of Using Speech Recognition for Clinical Documentation in the Electronic Health Record. Int J Med Inform 

(IJMI). 2019. 

• Blackley SV, et al. Physician Use of Speech Recognition versus Typing in Clinical Documentation: A Controlled Observational Study. IJMI, 2020.
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NLP Tasks

▪ Dialogue generation (chatbot)

▪ Text generation

▪ Text summarization

▪ Language translation

▪ Speech synthesis

▪ Image captioning

▪ Data-to-Text generation

▪ Part-of-Speech Tagging (POS)

▪ Named entity recognition (NER)

▪ Information extraction

▪ Text/document classification

▪ Information retrieval

▪ Grammar and spelling checking 

and correction

▪ Relationship extraction

▪ Coreference resolution

▪ Sentiment analysis

▪ Speech recognition

Natural Language Understanding Natural Language Generation
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Clinical Domains and Tasks
Among 2336 NLP articles between 1999-2018  (Wang J, JMIR, 2020) 
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Deep Learning Methods in Clinical NLP 

Deep Learning Methods in 

Clinical NLP 

(n=212 articles)

(Wu S, JAMIA 2019)
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Neural NLP 

Li I, et al. Neural Natural Language Processing for unstructured data in electronic health records: A 

review. Computer Science Review, 46, 100511. https://doi.org/10.1016/j.cosrev.2022.100511)
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Description Methods Tasks Pros Cons

Rule-Based Uses predefined rules 

and patterns to process 

text

Regular 

expressions, 

Lexicon models

• Syntax parsing

• NER

• POS tagging

• Simple to implement

• High interpretability

• Fast execution for 

specific tasks

• Extensive domain 

knowledge needed

• Poor scalability

• Limited to known rules

Statistical 

Methods

Leverages statistical 

theories to infer linguistic 

structures from data

Naive Bayes, 

TF-IDF

• Text classification

• Sentiment analysis

• Topic modeling

• Good at handling 

ambiguity

• Can learn from data

• Requires large datasets

• Feature engineering 

needed

• Limited context 

understanding

Machine 

Learning

Involves algorithms that 

can learn from and make 

predictions on data

SVM, Decision 

Trees, Random 

Forests

• Classification

• Regression

• Clustering

• Versatile

• Can handle various 

types of data

• Requires feature 

engineering

• Prone to overfitting

• Interpretability can be 

challenging

Deep 

Learning

Employs neural networks 

with multiple layers to 

model complex language 

patterns

RNNs, CNNs, 

Transformer 

models

• Machine 

translation

• Speech recognition

• Text generation

• Excels in capturing 

complex patterns

• High accuracy

• Scalable with data 

volume

• Large datasets needed

• High computational cost

• Overfitting risk

Large 

Language 

Models

Utilizes very large neural 

networks trained on vast 

amounts of text data to 

understand and generate 

human-like text

GPT, BERT, 

Transformer-

based 

architectures

• Question 

answering

• Text summarization

• Advanced text 

generation and 

understanding

• State-of-the-art 

performance

• Deep understanding 

of context

• Flexible across many 

tasks

• Significant computational 

resources

• Potential for biased 

outputs

• Interpretability 

challenges

NLP Methods
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I2b2/n2c2 NLP Challenges

 2006, 1) De-identification and 2) Smoking

 2008, Obesity

 2009, Medication extraction 

 2010, Relations (of medical problems, tests, treatments)

 2011, 1) Co-reference (anaphora) resolution and 2) Sentiment classification 

(emotions in suicide notes)

 2012, Temporal relations

 2014, 1) De-identification and 2) Identifying risk factors for heart disease over time

 2016, 1) De-identification and 2) RDoc classification (determine symptom severity 

based on a patient’s initial psychiatric evaluation)

 2018, 1) Cohort selection for clinical trials and 2) Adverse drug events and 

medication extraction in EHRs

 2019, 1) Clinical semantic textual similarity 2) Family history 3) Clinical concept 

normalization 4) Novel data use

 2022, 1) Contextualized medication event extraction, 2) Social determinants of 

health, 3) Progress note understanding: assessment and plan reasoning 

https://n2c2.dbmi.hms.harvard.edu/

The challenges and data sets are now administered through the DBMI Data Portal.

I2b2: Informatics for Integrating Biology and the Bedside;    n2c2: National NLP Clinical Challenges

https://n2c2.dbmi.hms.harvard.edu/
https://portal.dbmi.hms.harvard.edu/
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Could you help me?

 Identify the long-term symptoms resulting from COVID-19?

 Generate a cohort of patients who had severe cutaneous 

adverse reactions caused by vancomycin?

 Find “need to know” clinical information from Epic EHR 

relevant to the patient’s chief complaints? 

 Read/interpret a pathology report to find abnormal cancer 

screening results and tell me when to follow up?

 Transcribe and summarize my conversation with the patient?

 Detect and correct errors in my notes dictated by Dragon?

 ……

Natural Language Processing (NLP)
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MTERMS Research Areas

•  Speech recognition / clinical dictation 

•  Document quality

•  Template / Similarity

•  Text generation (summarization)

• New method development

• Application development

• Multimodal data 

• Visualization

• Other areas: 

Pharmacovigilance

• Information reconciliation

o Medication, problem  and 

allergy reconciliation

• Prediction

o  Hospital readmission

o  Mortality

o  Clinical deterioration

• Cancer screening abnormal 

result identification

Clinical 
Documentation

Data Extraction  
Case 

Identification

Data Mining 
Knowledge 
Discovery

Clinical 
Decision 
Support

Research / 
Innovation

•  Clinical info extraction

o e.g. diagnosis, social 

behavioral factors, 

functional status, ADEs

•  Case/cohort identification

o e.g., opioid use disorder, 

psychosis 

•  Case encoding

o e.g., Malpractice claim 

case encoding and 

auditing

• Document classification

• Relation identification

• Topic modeling

• Clustering

• Active learning

MTERMS 

NLP

http://mterms.bwh.harvard.edu/

http://mterms.bwh.harvard.edu/
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MTERMS Applications

 Real-time pilots (integrated with Epic)

 Allergy reconciliation module 

▪ Medication reconciliation module (in LMR)

 Cancer Screening Follow-up (primary care)

 Patient clinical deterioration based on nursing notes and EHR (inpatient)

 Near real-time

 Patient mortality predication to improve palliative care intervention 

 Research projects

 Allergic and adverse reactions

 Opioid use disorder patient identification

 Gunshot intention classification

 Malpractice cases (coding + similar cases)

 Psychosis identification

 Confounding factors for pharmacoepidemiology studies

 Dementia/cognitive decline

 PASCLex: Post-Acute Sequelae of COVID-19 (PASC) Symptom

 Using Twitter data to understand public perceptions of approved vs. off-label user for 
COVID-19-related medications

 Examination of stigmatizing language in the electronic health record

 Early Detection of Cognitive Decline Using Large Language Models (LLMs)
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NLP service to support real-time (or near real-

time) applications: system architecture

MTERMS NLP Services

- MTERMS Natural Language Processing

- Batch Processing & Summarization

- Knowledge Base

- Web Application

MGB Data Repository 

& Web Service

EHR Web Application

MGB Session Service

MTERMS Web Service

MGB Web Services

-   Get Schedules

- Get Medications

- Get Allergy

-   Get Notes

-   Get Other Data

Objectives

 Improving data interoperability 

 Integrating NLP with EHRs

 Providing clinical decision support

 Improving patient safety
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NLP Performance
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Allergy Reconciliation across the EHR

▪ Accurate and complete allergy 
documentation in the EHR is

essential to guide clinical decision-
making.

▪ Patient allergy information often exists in 
several locations in the EHR, and 
patients’ allergy lists are often inaccurate 
or incomplete

▪ Automatically identify discrepancies in 
allergy information from across the EHR

▪ User interface – providers can accept, 
reject, or modify suggested changes

▪ Automatically add free-text reactions 
to allergy list

▪ Integrated with Epic in pilot study with 
111 BWH providers

*Preliminary unpublished data
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▪Allergy labels are common, often incorrect, and potentially harmful.

Up to 15% of hospitalized patients, 6% to 10% of the general population report a penicillin allergy. Of these 

individuals, 94% can tolerate penicillin after formal allergy testing
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Deep Learning to Detect Allergy Events from 

Hospital Safety Reports

 Allergy safety knowledge is limited by case identification 

challenges. 

 Hospital safety event reporting systems are integral to the 

detection of patient safety signals in health care, but still 

lacking are processes to analyze them in a manner that 

allows for timely feedback to health care professionals.

 We developed an AI method, a hierarchical attention-based 

deep neural network (DNN), that automatically reads the free-

text description of safety reports and identifies cases 

describing allergic reactions. 

Yang J, Wang L, Phadke NA, Wickner PG, Mancini CM, Blumenthal KG, Zhou L. Development and Validation 

of a Deep Learning Model for Detection of Allergic Reactions Using Safety Event Reports Across Hospitals. 

JAMA Network Open. 2020 Nov 2;3(11):e2022836
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Study Design and Datasets

• Our model was trained on the free-text descriptions of 9,107 labeled reports extracted 

using expert-curated keywords from MGH’s safety event reporting system. 

• We then used the model to automatically identify allergy events from nearly 300,000 

reports from MGH and BWH across 15 years. 
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Deep Learning Model

     The first layer is a character-level encoder, which 

aims to capture lexical variations (e.g., misspelling) of a 

word. It encoded the character sequence within each 

word using a single layer CNN. Each character of a 

word was represented using randomly initialized 

character embedding, which was fed as the input of the 

character-level CNN.  The output of the CNN was then 

fed into a max-pooling function to create a fix-

dimension vector for the word.

    In the second layer, each word vector was 

concatenated with the word’s embedding that was 

pretrained on all MGH reports using word2vec. On top 

of the concatenated word representation, a LSTM 

network was built to utilize the contextual information of 

the whole report and generate an output vector for 

each word. 

    Because different words within a report may have 

different levels of contribution in distinguishing the 

report, we added an attention model as a third layer to 

assign a unique weight for each word, which was 

calculated based on the LSTM output vector.    

     We computed a weighted sum of the LSTM output 

vectors of all the words in the report to generate a 

report representation vector, which was then fed into 

the fourth layer, the classifier. The classifier was trained 

using the cross-entropy loss function and the 

Stochastic Gradient Descent (SGD) optimizer.

    The output of the classifier was a vector representing 

the probability of whether or not a report described an 

allergy event. 



NLP in Biomedicine

24© 2024 Li Zhou

Model Performance

The deep learning model achieved an AUROC of 0.979 (95%CI, 0.973-

0.985) and an area under the precision-recall curve of 0.809 (95%CI, 

0.773- 0.845). 
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Efficiency and Productivity 

Compared with the keyword-search approach, the deep learning 

model reduced the number of cases for manual review by 64% 

and identified 24% more cases of confirmed allergic reactions.
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Interpretation

Regarding interpretability of the model, these attention heatmaps demonstrate how much attention the model 

gives and to which words when making positive and negative allergy event predictions. Darker color 

represents a higher attention weight. 
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Deep Learning for Mortality Prediction in Selecting 

Patients for Earlier Palliative Care Interventions

One of the largest challenges in expanding palliative care 
is identifying those patients who can benefit the most

▪ Which patients will benefit from which interventions and when? 

✓ Predict patients’ clinical trajectories
✓ Identify those who need palliative care

✓ Determine the right time to start the interventions

▪ Existing population management algorithms generally target 
patients with high healthcare utilization

▪ Most clinicians hesitate to provide prognosis information to patients

There is an urgent need to leverage information 
technology and the EHR to provide decision support for 
healthcare providers

One of the largest challenges in expanding palliative care is 

identifying those patients who can benefit the most

▪ Which patients will benefit from which interventions and when? 

✓ Predict patients’ clinical trajectories

✓ Identify those who need palliative care

✓ Determine the right time to start the interventions

▪ Existing population management algorithms generally target 

patients with high healthcare utilization

▪ Most clinicians hesitate to provide prognosis information to 

patients

There is an urgent need to leverage information technology 

and the EHR to provide decision support for healthcare 

providers
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Large amount of free-text EHR data

Number of clinical notes per patient with dementia 

by month over the last two years of life (a total of 

432,007 notes of 7,875 patients) (Wang L, Zhou L, 

et al. AMIA 2019)

Dementia

•> 5.5 million Americans in 2017 

•Sixth leading cause of death

•One of the costliest disease 

▪ $259 billion for elderly per year
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Latent Topic Modeling

Blei, D.M., 2012. Probabilistic topic models. Communications of the ACM, 55(4), pp.77-84.

Topic modeling applies statistical-based unsupervised machine 

learning approaches to discover abstract topics that occur in a 

collection of documents. The topics are clusters of similar words. Each 

document may have multiple topics with different proportions. 
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Topics 

End of 

life care

Family/hos

pice care

care family hospice home dnr dementia palliative dni discussion goal intake 

daughter failure admission thrive

Comfort 

care

comfort prn care cmo morphine family hospice measure transition pain comfortable 

palliative palliative dni dilaudid dnr

Palliative 

care

care palliative pain prn continue family delirium time comfort review symptom well 

management agitation follow

Wang L, Lakin J, Riley C, Korach Z, Frain L, Zhou L. Disease Trajectories and End-of-Life Care for Dementias: Latent Topic 

Modeling and Trend Analysis Using Clinical Notes. AMIA Annu Symp Proc. 2018  (Distinguished Paper Award)
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Topics in clinical notes during patients’ 

last two years of life

Wang L, Lakin J, Riley C, Korach Z, Frain L, Zhou L. Disease Trajectories and End-of-Life 

Care for Dementias: Latent Topic Modeling and Trend Analysis Using Clinical Notes. AMIA 

Annu Symp Proc. 2018 Dec 5;2018:1056-1065 (Distinguished paper award).
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Deep learning for mortality prediction

Wang L, Sha L, Lakin JR, Bynum J, Bates DW, Hong P, Zhou L. Development and Validation of a 

Deep Learning Algorithm for Mortality Prediction in Selecting Patients With Dementia for Earlier 

Palliative Care Interventions. JAMA Netw Open. 2019.2(7):e196972.
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Results

Our study shows promising 

results in patient stratification for 

clinical practice

Wang L, Sha L, Lakin J, Bynum J, Bates DW, Hong P, Zhou L. JAMA Network Open, 2019.
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Our mortality prediction model performs better than clinician screening

Wang L, Sha L, Lakin J, Bynum J, Bates DW, Hong P, Zhou L. 2019.

Results
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Early Detection of Cognitive Decline 

Using Large Language Models (LLMs)

 Early detection of cognitive decline in elderly individuals can facilitate clinical 

trial enrollment and timely medical interventions. 

 Clinical notes within EHRs contain critical information on cognitive decline, 

detailing symptoms like memory loss, language difficulties, and impaired daily 

activities. 

 NLP offers a powerful tool to identify these early signs of decline, which may 

not be coded in diagnoses. 

 We applied, evaluated and compared advanced NLP techniques for identifying 

evidence of cognitive decline in clinical notes.
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Data Sources and Setting

Preliminary data, please don’t distribute 

• Data:

o Four years prior to initial mild cognitive impairment (MCI) 

diagnosis in 2019 for patients aged 50 years and older.

o Model development: 4,949 sections filtered by keywords.

o Model testing: a random sample of 1,996 sections not subjected 

to keyword filtering.

• Models:

o XGBoost.

o CNN+LSTM+Attention.

o LLMs: GPT-4 and Llama 2

o Ensemble with majority vote.
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Preliminary data, please don’t distribute 

Results
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Error Analysis
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PASCLex: Post-Acute Sequelae of 

COVID-19 (PASC) Symptom 

 PSAC syndrome or long COVID: some patients have persistent 

symptoms and/or develop delayed or long-term complications after their 

recovery from acute COVID-19.

 Most early studies on PASC symptoms relied on patient survey data, 

manual chart, and in person follow-up.

 Simple size, reporting bias

 Longitudinal EHR data serve as a rich data source for studying PASC 

symptoms

 Structured data (lab results or diagnosis codes)

 NLP can automatically identify relevant symptoms and complications at 

different clinical stages from large volumes of longitudinal notes of a 

large patient cohort

 To capture wide variation in potential symptoms, a comprehensive 

lexicon encoded with a standard terminology is crucial for NLP tool 

development and utility and future EHR-based PASC analytics and 

research.
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PASCLex: Methods

Wang L, Foer D, MacPhaul E, Lo YC, Bates DW, Zhou L. PASCLex: A Comprehensive Post-Acute 

Sequelae of COVID-19 (PASC) Symptom Lexicon Derived from Electronic Health Record Clinical 

Notes. Journal of Biomedical Informatics. 2021 Nov 

13:103951. https://pubmed.ncbi.nlm.nih.gov/34785382/

• Ontology-driven, EHR-guided and NLP-assisted approach 

• PASC symptom lexicon was derived from 328,879 clinical notes of 

26,177 COVID-19 patients documented between day 51-100 after their 

first positive COVID-19 test. 

https://pubmed.ncbi.nlm.nih.gov/34785382/
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PASCLex

PASCLex includes 

355 symptoms (and 

16,466 synonyms) 

consolidated from 

1,520 Unified Medical 

Language System® 

(UMLS) concepts. 

The post-acute COVID-19 symptom lexicon can be accessed at: htt

ps://github.com/bylinn/Post_Acute_COVID19_Symptom_Lexicon.
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Common PACS in clinical notes
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• Hydroxychloroquine and 

Ivermectin were highly 

politicized, related to 

conspiracy theories, hearsay, 

celebrity effects, etc. 

• The distribution of stance 

between the 2 major US 

political parties was 

significantly different 

(P < .001); Republicans were 

much more likely to support 

Hydroxychloroquine (+55%) 

and Ivermectin (+30%) than 

Democrats. 

• People with healthcare 

backgrounds tended to 

oppose Hydroxychloroquine 

(+7%) more than the general 

population; in contrast, the 

general population was more 

likely to support Ivermectin 

(+14%).
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Multi-modal AI and Generative AI
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What’s Next?

 Clinical Decision Support
 Retrieve relevant information, similar cases

 Answer clinical/research questions

 Identify high-risk, high-cost patients prospectively

 Enhancing EHR functions
 Advanced search, spelling error correction, auto-fill, etc.

 Improve clinical documentation and identify incomplete or inconsistent information

 Text Summarization and Generation
 Summarize/generate a note, a specific condition, or the whole record

 Text generation for QA, CDS and eduation

 Speech Recognition
 Further improve usability and integration with clinical workflow and the EHR

 Language and Diseases

 Multimodal data

 Others, e.g. computer-assisted coding
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HPI generated by ChatGPT vs written by 4 

Residents based on interview scripts of 3 

patients with different types of chest pain
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 HPIs generated by a chatbot or written by  

residents were graded similarly by 

attending physicians.

 Chatbot’s performance was heavily 

dependent on prompt quality.  Without 

robust prompt engineering, the chatbot 

frequently reported information in the 

HPIs that was not present in the source 

dialogue (“Hallucinations”).

 e.g., addition of patient age and gender, 

which none of the scripts specified.

 The framework of model output 

generation needs to be evaluated to 

improve accuracy.
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 GPT-4, without any specialized prompt 

crafting, exceeds the passing score on 

USMLE by over 20 points and outperforms 

earlier general-purpose models (GPT-3.5) 

as well as models specifically fine-tuned on 

medical knowledge (Med-PaLM)
https://arxiv.org/abs/2303.13375

 Compared chatbot vs medical student 

performance on clinical reasoning final 

examinations given to 1st and 2nd year students 

at Stanford School of Medicine.

 GPT 4 outperformed first- and second-year 

students on clinical reasoning examinations 

(Scored a mean 4.2 points more than student; 

respective passing rates 93% vs 85%) and had 

significant improvement vs GPT 3.5.

 Prompt engineering is important as chatbot’s 

responses can be sensitive to rewording of 

prompts

 As the medical community had to learn online 

resources and electronic medical records, the 

next challenge is learning judicious use of 

generative AI to improve patient care.
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 GPT-4 does not appropriately model the demographic diversity of medical 

conditions, consistently producing clinical vignettes that stereotype demographic 

presentations.

 The differential diagnoses created by GPT-4 for standardized clinical vignettes 

were more likely to include diagnoses that stereotype certain races, ethnicities, 

and gender identities. 

 Assessment and plans created by the model showed significant association 

between demographic attributes and recommendations for more expensive 

procedures as well as differences in patient perception. 

 These findings highlight the urgent need for comprehensive and transparent bias 

assessments of LLM tools like GPT-4 for every intended use case before they 

are integrated into clinical care. 
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NLP Timeline

19601950 1970 1980

• Syntactic structures

• Generative grammars by 

Chomsky (explicitly/often 

recursive rules)

20001990 2010 2020

• ELIZA

• Automatic Language 

Processing Advisory 

Committee (ALPAC) report 

– machine translation

• First AI Winter

• Semantic networks

• Conceptual 

dependency theory

• Symbolic approaches, 

expert systems

• Ontologies (knowledge 

base, concepts and 

relationships)

• LISP machines

• Statistical models

• RNNs and LSTMs

• NVIDIA GPUs

• Neural language modeling

• Word embeddings 

(representing words with 

dense vectors of numbers)

• Multi-task learning

• Google translate

• Word2Vec

• Neural networks for NLP, rise of 

LSTMs and CNNs

• Sequence-to-sequence problems 

(machine translation)

• Encoder-decoder

• Attention and transformers

• Pre-trained models & transfer 

learning (Elmo, BERT)

• OpenAI funded

• Large language models

• GPT-3, 3.5, 4

• Google Language model for 

dialogue application (LaMDA)

• Hugging Face BLOOM 

(Bigscience large open-science 

open-access multilingual) 

language model 

• Google BARD chatbot
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