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Outline for today

Part 1:

● N-Gram Language Models 
● Transformers

[break]

Part 2:

● In-Context Learning & Prompting
● Scaling Laws
● Parameter Efficient Fine-Tuning & Quantization 
● Capabilities & Limitations

+ Glossary of new ideas (RLHF, RAG, Instruction Tuning), time permitting
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This class

3[Leveraging Biomolecule and Natural Language through Multi-Modal Learning: 
A Survey]

https://arxiv.org/abs/2403.01528
https://arxiv.org/abs/2403.01528
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A famous quote

6

It must be recognized that the notion “probability of a 
sentence” is an entirely useless one, under any known 
interpretation of this term. 

- Noam Chomsky, 1969

[Based on Edoardo Ponti's slides]

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


Intuitive interpretation

7[Based on Edoardo Ponti's slides]

“Probability of a sentence” = how likely is it to occur in natural language

Example 1: Grammatical knowledge

Example 2: World knowledge

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


Intuitive interpretation

8[Based on Edoardo Ponti's slides]

“Probability of a sentence” = how likely is it to occur in natural language

Example 1: Grammatical knowledge

Example 2: World knowledge

What about the probability of "the Archaeopteryx winged jaggedly amidst foliage"?
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Intuitive interpretation

9[Based on Edoardo Ponti's slides]

“Probability of a sentence” = how likely is it to occur in natural language

Example 1: Grammatical knowledge

Example 2: World knowledge

What about the probability of "the Archaeopteryx winged jaggedly amidst foliage"?

→ Useless measure to decide whether a sentence is grammatical

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


Probabilistic Models of Language

10[Based on Edoardo Ponti's slides]

→ A vocabulary      is a (finite, non-empty) set of symbols (result of tokenization).

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


Probabilistic Models of Language

11[Based on Edoardo Ponti's slides]

→ A vocabulary      is a (finite, non-empty) set of symbols (result of tokenization).

→ Kleene closure        of a vocabulary:  Set of all possible (finite-length) sequences 
including the empty sequence.

→ Language                : Subset of the Kleene closure.
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Probabilistic Models of Language

12[Based on Edoardo Ponti's slides]

→ A vocabulary      is a (finite, non-empty) set of symbols (result of tokenization).

→ Kleene closure        of a vocabulary:  Set of all possible (finite-length) sequences 
including the empty sequence.

→ Language                : Subset of the Kleene closure.

Example:  then  
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Probabilistic Models of Language

13[Based on Edoardo Ponti's slides]

→ A vocabulary      is a (finite, non-empty) set of symbols (result of tokenization).

→ Kleene closure        of a vocabulary:  Set of all possible (finite-length) sequences 
including the empty sequence.

→ Language                : Subset of the Kleene closure.

Probability model:

1.

2.
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Probabilistic Models of Language

14[Based on Edoardo Ponti's slides]

→ A vocabulary      is a (finite, non-empty) set of symbols (result of tokenization).

→ Kleene closure        of a vocabulary:  Set of all possible (finite-length) sequences 
including the empty sequence.

→ Language                : Subset of the Kleene closure.

Probability model:

1.

2.

3. (Conditional probability)  
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Probabilistic Models of Language

15[Based on Edoardo Ponti's slides]

→ A vocabulary      is a (finite, non-empty) set of symbols (result of tokenization).

→ Kleene closure        of a vocabulary:  Set of all possible (finite-length) sequences 
including the empty sequence.

→ Language                : Subset of the Kleene closure.

Probability model:

1.

2.

3. (Conditional probability)  

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


Example

16[Based on Edoardo Ponti's slides]

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


Estimation

17[Based on Edoardo Ponti's slides]

We assume there is some true  w   which we estimate/approximate with a (parametric) 
estimator)     which is an element of        .

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


Estimation

18[Based on Edoardo Ponti's slides]

We assume there is some true  w   which we estimate/approximate with a (parametric) 
estimator)     which is an element of        .

This is done by learning from data .           , e.g. by minimizing some loss:

g

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


Estimation

19[Based on Edoardo Ponti's slides]

We assume there is some true  w   which we estimate/approximate with a (parametric) 
estimator)     which is an element of        .

This is done by learning from data .           , e.g. by minimizing some loss:

g

Since the optimal model is unknown, we use the data as an estimate:

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


A note about data - Zipf 's Law

20

Ite
m

 fr
eq

ue
nc

y

Rank

Word frequency approximately inversely 

proportional to its rank:

with a, b fitted. (Zipf-Mandelbrot law)
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Cross-Entropy

22[Based on Edoardo Ponti's slides]

A suitable loss function is the KL-Divergence (divergence between prob. distributions):

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


Cross-Entropy

23[Based on Edoardo Ponti's slides]

A suitable loss function is the KL-Divergence (divergence between prob. distributions):

Justification:

From Information Theory: Measures the excess number of bits we pay by encoding our data 
with a sub-optimal model. The optimum is just the entropy (Shannon, 1948).

constant wrt. model param.
Cross-Entropy

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


N-Gram models

24[Based on Edoardo Ponti's slides]

We can obtain a very simple form for  by making the Markov assumption:

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


N-Gram models

25[Based on Edoardo Ponti's slides]

We can obtain a very simple form for  by making the Markov assumption:

This is a tri-gram model (history of two). Straightforwardly estimated using the 
Maximum-Likelihood Estimate of a categorical distribution:

What's the problem with this model?

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


N-Gram models

26[Based on Edoardo Ponti's slides]

We can obtain a very simple form for  by making the Markov assumption:

This is a tri-gram model (history of two). Assumes all of these are equal:    

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


N-Gram models

27[Based on Edoardo Ponti's slides]

We can obtain a very simple form for  by making the Markov assumption:

This is a tri-gram model (history of two). Straightforwardly estimated using the 
Maximum-Likelihood Estimate of a categorical distribution:

Zero-Probability events!

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


Bayesian N-Gram models

28[Based on Edoardo Ponti's slides]

Evidence 

Likelihood (Categorical)
Prior (Dirichlet)

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


Bayesian N-Gram models

29[Based on Edoardo Ponti's slides]

Evidence 

Likelihood (Categorical)
Prior (Dirichlet)

Turns out this is an example of a "conjugate prior". A choice of prior for which the posterior 
has the same shape as the prior.

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


Bayesian N-Gram models

30[Based on Edoardo Ponti's slides]

Evidence 

Likelihood (Categorical)
Prior (Dirichlet)

Turns out this is an example of a "conjugate prior". A choice of prior for which the posterior 
has the same shape as the prior.

You can think of those as "pseudo counts"

https://git.ecdf.ed.ac.uk/anlp/course_materials/-/tree/main/2023/slides


Evaluation

31

Two popular evaluation metrics evaluated on a held-out/test set:

(1) Cross entropy (per word):

 



Evaluation
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Two popular evaluation metrics evaluated on a held-out/test set:

(1) Cross entropy (per word):

(2) Perplexity (captures a notion of surprise):



Evaluation

33[Touvron et al. "Llama 2: Open Foundation and Fine-Tuned Chat Models"]

Two popular evaluation metrics evaluated on a held-out/test set:

(1) Cross entropy (per word):

(2) Perplexity (captures a notion of surprise):

https://arxiv.org/pdf/2307.09288.pdf
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(Encoder-Decoder) Transformers 

35[Vaswani et al. "Attention is all you need", 2017]

Probably the most influential ML paper since Backpropagation (1986)

→ Over 112k citations since 2017

→ Essentially replaced RNNs for most purposes

https://arxiv.org/pdf/1706.03762.pdf


(Encoder-Decoder) Transformers 

36[Vaswani et al. "Attention is all you need", 2017]

Probably the most influential ML paper since Backpropagation (1986)

→ Over 112k citations since 2017

→ Essentially replaced RNNs for most purposes

A simple sequence to sequence model mapping an input

     (tokenized and "embedded") into a continuous

representation based on which the

decoder produces      autoregressively, i.e. 

one symbol at a time.

https://arxiv.org/pdf/1706.03762.pdf


The Transformer Building Blocks

37[Vaswani et al. "Attention is all you need", 2017]

1. Multi-head Attention

2. Position Encodings

3. Residual connections + Normalization

https://arxiv.org/pdf/1706.03762.pdf


The Transformer Building Blocks

38[Vaswani et al. "Attention is all you need", 2017]

1. Multi-head Attention

2. Position Encodings

3. Residual connections + Normalization

https://arxiv.org/pdf/1706.03762.pdf


Attention: An idea from Machine Translation

39
[Bahdanau et al. "Neural machine translation by jointly learning to 
align and translate", 2014]

Source Language

Target Language

https://arxiv.org/abs/1409.0473
https://arxiv.org/abs/1409.0473


Attention: An idea from Machine Translation

40
[Bahdanau et al. "Neural machine translation by jointly learning to 
align and translate", 2014]

Source Language

Target Language

https://arxiv.org/abs/1409.0473
https://arxiv.org/abs/1409.0473


Attention: An idea from Machine Translation

41
[Bahdanau et al. "Neural machine translation by jointly learning to 
align and translate", 2014]

Source Language

Target Language
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Source Language (English)

https://arxiv.org/abs/1409.0473
https://arxiv.org/abs/1409.0473


Scaled Dot-Product Attention

42[Vaswani et al. "Attention is all you need", 2017]

https://arxiv.org/pdf/1706.03762.pdf


Scaled Dot-Product Attention

43[Vaswani et al. "Attention is all you need", 2017]

Think of this as a soft "look-up" operation in an
associative memory using dot-products as a 
similarity measure.

https://arxiv.org/pdf/1706.03762.pdf


Scaled Dot-Product Attention

44[Vaswani et al. "Attention is all you need", 2017]

Where do they come from?

https://arxiv.org/pdf/1706.03762.pdf


Scaled Dot-Product Attention

45[Vaswani et al. "Attention is all you need", 2017]

Where do they come from?

In Machine Translation, Keys and Values come from the source language, queries from the target language 
processed so far

https://arxiv.org/pdf/1706.03762.pdf


Scaled Dot-Product Attention

46[Vaswani et al. "Attention is all you need", 2017]

Where do they come from?

For now, let's think of them as equal, i.e. the input (or previous hidden layer) sequence:

https://arxiv.org/pdf/1706.03762.pdf


Scaled Dot-Product Attention

47[Vaswani et al. "Attention is all you need", 2017]

https://arxiv.org/pdf/1706.03762.pdf


Multi-Head Attention

48[Vaswani et al. "Attention is all you need", 2017]

https://arxiv.org/pdf/1706.03762.pdf


Multi-Head Attention

49[Vaswani et al. "Attention is all you need", 2017]

What's the shape of the output weights?

https://arxiv.org/pdf/1706.03762.pdf


Multi-Head Attention

50[Vaswani et al. "Attention is all you need", 2017]

https://arxiv.org/pdf/1706.03762.pdf


51[Vaswani et al. "Attention is all you need", 2017]

Scaled Dot-Product Attention

Long-distance dependencies?

https://arxiv.org/pdf/1706.03762.pdf


52[Vaswani et al. "Attention is all you need", 2017]

Scaled Dot-Product Attention

Learned anaphora resolution?

https://arxiv.org/pdf/1706.03762.pdf


53[Vaswani et al. "Attention is all you need", 2017]

Scaled Dot-Product Attention

Sequence and structure information?

https://arxiv.org/pdf/1706.03762.pdf


The complexity of self-attention

54[Vaswani et al. "Attention is all you need", 2017]

For full dependency between all elements 

https://arxiv.org/pdf/1706.03762.pdf


The complexity of self-attention

55[Vaswani et al. "Attention is all you need", 2017]

dimensionality

sequence length

https://arxiv.org/pdf/1706.03762.pdf


The complexity of self-attention

56[Vaswani et al. "Attention is all you need", 2017]

kernel size dimensionality

sequence length

https://arxiv.org/pdf/1706.03762.pdf


The complexity of self-attention

57[Vaswani et al. "Attention is all you need", 2017]

kernel size dimensionality

sequence length

(dilated)

https://arxiv.org/pdf/1706.03762.pdf


The complexity of self-attention

58[Vaswani et al. "Attention is all you need", 2017]

https://arxiv.org/pdf/1706.03762.pdf


The complexity of self-attention

59[Vaswani et al. "Attention is all you need", 2017]

https://arxiv.org/pdf/1706.03762.pdf


The complexity of self-attention

60[Vaswani et al. "Attention is all you need", 2017]

https://arxiv.org/pdf/1706.03762.pdf


The complexity of self-attention

61[Vaswani et al. "Attention is all you need", 2017]

https://arxiv.org/pdf/1706.03762.pdf


The complexity of self-attention

62[Vaswani et al. "Attention is all you need", 2017]

https://arxiv.org/pdf/1706.03762.pdf


Understanding Self-Attention

63[Jayakumar et al. "Multiplicative Interactions and where to find them", 2019]

https://openreview.net/pdf?id=rylnK6VtDH


Understanding Self-Attention

64[Jayakumar et al. "Multiplicative Interactions and where to find them", 2019]

General class of multiplicative Interactions:

https://openreview.net/pdf?id=rylnK6VtDH


Understanding Self-Attention

65[Jayakumar et al. "Multiplicative Interactions and where to find them", 2019]

General class of multiplicative Interactions:

can be written as:

https://openreview.net/pdf?id=rylnK6VtDH


Understanding Self-Attention

66[Jayakumar et al. "Multiplicative Interactions and where to find them", 2019]

General class of multiplicative Interactions:

can be written as:

Consider diagonal approximation:

(similarly for biases)

https://openreview.net/pdf?id=rylnK6VtDH


Understanding Self-Attention

67[Jayakumar et al. "Multiplicative Interactions and where to find them", 2019]

General class of multiplicative Interactions:

can be written as:

Consider diagonal approximation:

(similarly for biases)

Then, Self-Attention is (with m bounded):

https://openreview.net/pdf?id=rylnK6VtDH


Encoder-Decoder v Decoder-Only Transformers

68[Jayakumar et al. "Multiplicative Interactions and where to find them", 2019]

Encoder - Decoder  

Keys & Values taken from
Encoder output

https://openreview.net/pdf?id=rylnK6VtDH


Encoder-Decoder v Decoder-Only Transformers

69[Jayakumar et al. "Multiplicative Interactions and where to find them", 2019]

Keys & Values taken from
Encoder output

Encoder - Decoder                  Decoder only

https://openreview.net/pdf?id=rylnK6VtDH


Homework for Everyone (Credit to Harvard NLP)

70[The Annotated Transformer]

https://nlp.seas.harvard.edu/annotated-transformer/


The Transformer Building Blocks

71[Vaswani et al. "Attention is all you need", 2017]

1. Multi-head Attention

2. Position Encodings

3. Residual connections + Normalization

https://arxiv.org/pdf/1706.03762.pdf


Positional Encodings

72
[Vaswani et al. "Attention is all you need", 2017, 
More details on positional encodings, Stanford XCS224U]

In order to allow the model to distinguish between sequence positions, we use

positional encodings. 

https://arxiv.org/pdf/1706.03762.pdf
https://www.youtube.com/watch?v=JERXX2Byr90&ab_channel=StanfordOnline


Positional Encodings

73
[Vaswani et al. "Attention is all you need", 2017, 
More details on positional encodings, Stanford XCS224U]

In order to allow the model to distinguish between sequence positions, we use

positional encodings. Key questions:

1. Does the set of positions need to be decided ahead of time?
2. Does the scheme hinder generalization to new positions?

https://arxiv.org/pdf/1706.03762.pdf
https://www.youtube.com/watch?v=JERXX2Byr90&ab_channel=StanfordOnline


Absolute Positional Encodings

74
[Vaswani et al. "Attention is all you need", 2017, 
More details on positional encodings, Stanford XCS224U]

Vocabulary index

Positional encoding

https://arxiv.org/pdf/1706.03762.pdf
https://www.youtube.com/watch?v=JERXX2Byr90&ab_channel=StanfordOnline


Absolute Positional Encodings

75
[Vaswani et al. "Attention is all you need", 2017, 
More details on positional encodings, Stanford XCS224U]

1. Set of positions need to be decided ahead of time (to normalize).
2. Scheme hinders generalization to new positions:

https://arxiv.org/pdf/1706.03762.pdf
https://www.youtube.com/watch?v=JERXX2Byr90&ab_channel=StanfordOnline


Frequency Positional Encodings

76
[Vaswani et al. "Attention is all you need", 2017, 
More details on positional encodings, Stanford XCS224U]

Instead, the original transformer used additive values at different frequencies:

where PE has the same dimensionality as our embeddings

and we have a wavelength from 

https://arxiv.org/pdf/1706.03762.pdf
https://www.youtube.com/watch?v=JERXX2Byr90&ab_channel=StanfordOnline


Frequency Positional Encodings

77
[Vaswani et al. "Attention is all you need", 2017, 
More details on positional encodings, Stanford XCS224U]

Instead, the original transformer used additive values at different frequencies:

where PE has the same dimensionality as our embeddings

and we have a wavelength from 

Position, embedding id

https://arxiv.org/pdf/1706.03762.pdf
https://www.youtube.com/watch?v=JERXX2Byr90&ab_channel=StanfordOnline


78
[Vaswani et al. "Attention is all you need", 2017, 
More details on positional encodings, Stanford XCS224U]

Frequency Positional EncodingsFrequency Positional Encodings

78

Positional encodings for a sequence of 100 items with an embedding dimensionality of 512

Embedding dimension
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1. Set of positions need to be decided ahead of time
2. Scheme hinders generalization to new positions:

[Vaswani et al. "Attention is all you need", 2017, 
More details on positional encodings, Stanford XCS224U,
A gentle introduction into positional encodings]

https://arxiv.org/pdf/1706.03762.pdf
https://www.youtube.com/watch?v=JERXX2Byr90&ab_channel=StanfordOnline
https://arxiv.org/pdf/1706.03762.pdf
https://www.youtube.com/watch?v=JERXX2Byr90&ab_channel=StanfordOnline
https://machinelearningmastery.com/a-gentle-introduction-to-positional-encoding-in-transformer-models-part-1/


Modern Positional Encodings

79

[Vaswani et al. "Attention is all you need", 2017, 
More details on positional encodings, Stanford XCS224U,
A gentle introduction into positional encodings]

Frequency Positional Encodings have essentially been replaced in modern Transformers. 
Popular alternatives

(1) Relative positional encodings (Example with window size 1):

https://arxiv.org/pdf/1706.03762.pdf
https://www.youtube.com/watch?v=JERXX2Byr90&ab_channel=StanfordOnline
https://machinelearningmastery.com/a-gentle-introduction-to-positional-encoding-in-transformer-models-part-1/


Modern Positional Encodings

80

[Vaswani et al. "Attention is all you need", 2017, 
More details on positional encodings, Stanford XCS224U,
A gentle introduction into positional encodings]

Frequency Positional Encodings have essentially been replaced in modern Transformers. 
Popular alternatives

(1) Relative positional encodings (Example with window size 1):

https://arxiv.org/pdf/1706.03762.pdf
https://www.youtube.com/watch?v=JERXX2Byr90&ab_channel=StanfordOnline
https://machinelearningmastery.com/a-gentle-introduction-to-positional-encoding-in-transformer-models-part-1/


Modern Positional Encodings

81

[Vaswani et al. "Attention is all you need", 2017, 
More details on positional encodings, Stanford XCS224U,
A gentle introduction into positional encodings]

y1 y2 y3 y4

p(3,1) = w(-1) p(3,2) = w(-1) p(3,3) = w(0) p(3,4) = w(1)

y5

p(3,4) = w(1)

p(2,1) = w(-1) p(2,2) = w(0) p(2,3) = w(1) p(2,4) = w(1) p(2,5) = w(1)

Frequency Positional Encodings have essentially been replaced in modern Transformers. 
Popular alternatives

(1) Relative positional encodings (Example with window size 1):

https://arxiv.org/pdf/1706.03762.pdf
https://www.youtube.com/watch?v=JERXX2Byr90&ab_channel=StanfordOnline
https://machinelearningmastery.com/a-gentle-introduction-to-positional-encoding-in-transformer-models-part-1/


Modern Positional Encodings

82

[Vaswani et al. "Attention is all you need", 2017, 
More details on positional encodings, Stanford XCS224U,
A gentle introduction into positional encodings]

y1 y2 y3 y4

p(3,1) = w(-1) p(3,2) = w(-1) p(3,3) = w(0) p(3,4) = w(1)

y5

p(3,4) = w(1)

p(2,1) = w(-1) p(2,2) = w(0) p(2,3) = w(1) p(2,4) = w(1) p(2,5) = w(1)

Frequency Positional Encodings have essentially been replaced in modern Transformers. 
Popular alternatives

(1) Relative positional encodings (Example with window size 1):

(2) Rotary positional encodings (RoPE, Su et al., 2021)

https://arxiv.org/pdf/1706.03762.pdf
https://www.youtube.com/watch?v=JERXX2Byr90&ab_channel=StanfordOnline
https://machinelearningmastery.com/a-gentle-introduction-to-positional-encoding-in-transformer-models-part-1/


The Transformer Building Blocks

83[Vaswani et al. "Attention is all you need", 2017]

1. Multi-head Attention

2. Position Encodings

3. Residual connections + Normalization

https://arxiv.org/pdf/1706.03762.pdf


Residual Connections + Normalization

84[Deep residual learning for image recognition, CVPR 2016]

       → desired mapping 

       →  chosen mapping

https://openaccess.thecvf.com/content_cvpr_2016/papers/He_Deep_Residual_Learning_CVPR_2016_paper.pdf


Residual Connections + Normalization

85[Deep residual learning for image recognition, CVPR 2016]

       → desired mapping 

       →  chosen mapping

The motivation for this are "skip-connections", which had

empirically been observed the help train deeper networks in

many previous studies (see vanishing gradient problem (LSTM, Hochreiter et al., 1997)).

https://openaccess.thecvf.com/content_cvpr_2016/papers/He_Deep_Residual_Learning_CVPR_2016_paper.pdf


86[Deep residual learning for image recognition, CVPR 2016]

Residual Connections + Normalization

Plain network Residual Network

https://openaccess.thecvf.com/content_cvpr_2016/papers/He_Deep_Residual_Learning_CVPR_2016_paper.pdf


87[Batch Normalization, Ioffe. et al, 2015]

Batch Normalization

Pre-Activations

https://arxiv.org/abs/1502.03167


88[Batch Normalization, Ioffe. et al, 2015]

Batch Normalization

Task Performance Pre-activation distribution (15%, 50%, 80%) quantile

https://arxiv.org/abs/1502.03167


89[Batch Normalization, Ioffe. et al, 2015, Image Source]

Batch Normalization Intuition

https://arxiv.org/abs/1502.03167
https://medium.com/analytics-vidhya/mean-normalization-and-feature-scaling-a-simple-explanation-3b9be7bfd3e8


90[Batch Normalization, Ioffe. et al, 2015]

Batch Normalization

This is a bug magnet:
1. Introduces a dependency between 

examples in the batch
2. Implementations are stateful, to track 

the statistics over the course of 
training

This can lead to:

→ Information leakage (e.g. in autoregressive 
% contrastive models)

→ Unattractive batch size effects

→ Affects optimization (improving gradient 
propagation, but adding randomness in a 
tightly coupled way)

https://arxiv.org/abs/1502.03167


91[Layer Normalization, Ba. et al, 2016]

Layer Normalization

https://arxiv.org/abs/1607.06450v1


92[Layer Normalization, Ba. et al, 2016]

Layer Normalization

https://arxiv.org/abs/1607.06450v1


93[Layer Normalization, Ba. et al, 2016]

Layer Normalization

https://arxiv.org/abs/1607.06450v1


94[Learning deep transformer models for machine translation, Wang. et al, 20169]

Layer Normalization in Transformers

Modern Transformers 

https://fleuret.org/dlc/materials/dlc-slides-13-3-transformers.pdf


95[Tensor2Tensor Transformers, Kaiser, 2024]

Modern Transformers: Architecture & Training Tricks

Training:

→ Dropout (Srivastava et al., 2014) during at every layer just before adding residual

→ AdamW optimizer with warmup and cosine decay (Loshchilov & Hutter, 2017) 

→ Label smoothing (Müller et al, 2019

→ Auto-regressive decoding with beam search and length penalties (Graves, 2012)

→ Checkpoint-averaging (Izmailov et al., 2018)

https://nlp.stanford.edu/seminar/details/lkaiser.pdf


96[Tensor2Tensor Transformers, Kaiser, 2024]

Modern Transformers: Architecture & Training Tricks

Training:

→ Dropout (Srivastava et al., 2014) during at every layer just before adding residual

→ AdamW optimizer with warmup and cosine decay (Loshchilov & Hutter, 2017) 

→ Label smoothing (Müller et al, 2019

→ Auto-regressive decoding with beam search and length penalties (Graves, 2012)

→ Checkpoint-averaging (Izmailov et al., 2018)

https://nlp.stanford.edu/seminar/details/lkaiser.pdf


97
[Llama 2: Open Foundation and Fine-Tuned Chat Models, 2023, 
Tensor2Tensor Transformers, Kaiser, 2024]

Modern Transformers: Architecture & Training Tricks

Architecture:

→ Pre-normalization using RMSNorm (Zhang and Sennrich, 2019)

→ SwiGLU activation function (Shazeer, 2020)

→ Rotary positional embeddings (RoPE, Su et al. 2022)

→ Grouped-query attention (GQA, Ainslie et al., 2023)

→ Flash or Ring Attention (Dao et al, 2022; Liu et al, 2023)

→ Mixture of Experts (MoE,  Mistral AI., 2023)

https://arxiv.org/abs/2307.09288
https://nlp.stanford.edu/seminar/details/lkaiser.pdf
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100
[Language Models are Few-Shot Learners, Brown et al., 2020,
Matching Networks for One Shot Learning, Vinyals et al., 2017]

Language Models as Few-Shot Learners (GPT-3)

Prior to GPT-2: Rich literature on so called few-shot learning algorithms

→ Goal: Develop ML methods that can perform well on a novel, unseen task for which we only 

have a small number of labeled examples.

https://arxiv.org/pdf/2005.14165.pdf
https://arxiv.org/pdf/1606.04080.pdf
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[Language Models are Few-Shot Learners, Brown et al., 2020,
Matching Networks for One Shot Learning, Vinyals et al., 2017]

Language Models as Few-Shot Learners (GPT-3)

Prior to GPT-2: Rich literature on so called few-shot learning algorithms

→ Goal: Develop ML methods that can perform well on a novel, unseen task for which we only 

have a small number of labeled examples.

→ Main strategy: Episodic training 

"our training procedure is based on a simple machine   

                             learning principle: test and train conditions must match" 

(Vinyals et al., 2017)

https://arxiv.org/pdf/2005.14165.pdf
https://arxiv.org/pdf/1606.04080.pdf


102[Language Models are Few-Shot Learners, Brown et al., 2020]

Language Models as Few-Shot Learners (GPT-3)

https://arxiv.org/pdf/2005.14165.pdf


103[Language Models are Few-Shot Learners, Brown et al., 2020]

Language Models as Few-Shot Learners (GPT-3)

Serendipitous emergence of "in-context learning", one of
       various "emergent abilities" (and risks)

https://arxiv.org/pdf/2005.14165.pdf


104
[Language Models are Few-Shot Learners, Brown et al., 2020,
Matching Networks for One Shot Learning, Vinyals et al., 2017]

An In-Context Learning example

https://arxiv.org/pdf/2005.14165.pdf
https://arxiv.org/pdf/1606.04080.pdf


105[Language Models are Few-Shot Learners, Brown et al., 2020]

Language Models as Few-Shot Learners (GPT-3)

How does this phenomenon emerge?

https://arxiv.org/pdf/2005.14165.pdf


106[Language Models are Few-Shot Learners, Brown et al., 2020]

Language Models as Few-Shot Learners (GPT-3)

How does this phenomenon emerge?

https://arxiv.org/pdf/2005.14165.pdf


107[Transformers Learn In-Context by Gradient Descent, von Oswald et al.., 2023]

Understanding In-Context Learning

Could Self-Attention implement a gradient-based learning algorithm?

https://proceedings.mlr.press/v202/von-oswald23a/von-oswald23a.pdf
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Understanding In-Context Learning

Could Self-Attention implement a gradient-based learning algorithm?

https://proceedings.mlr.press/v202/von-oswald23a/von-oswald23a.pdf


109[Transformers Learn In-Context by Gradient Descent, von Oswald et al.., 2023]

Understanding In-Context Learning

Could Self-Attention implement a gradient-based learning algorithm?

https://proceedings.mlr.press/v202/von-oswald23a/von-oswald23a.pdf


110[Transformers Learn In-Context by Gradient Descent, von Oswald et al.., 2023]

Understanding In-Context Learning in Linear Transformers

Squared error for a linear model:

Update with Gradient descent:

https://proceedings.mlr.press/v202/von-oswald23a/von-oswald23a.pdf


111[Transformers Learn In-Context by Gradient Descent, von Oswald et al.., 2023]

Understanding In-Context Learning in Linear Transformers

Squared error for a linear model:

Update with Gradient descent:

New Loss:

"transformed targets"

https://proceedings.mlr.press/v202/von-oswald23a/von-oswald23a.pdf


112[Transformers Learn In-Context by Gradient Descent, von Oswald et al.., 2023]

Understanding In-Context Learning in Linear Transformers
Tokens

(similarly for Values and Keys)

https://proceedings.mlr.press/v202/von-oswald23a/von-oswald23a.pdf


113[Transformers Learn In-Context by Gradient Descent, von Oswald et al.., 2023]

Understanding In-Context Learning in Linear Transformers
Tokens

(similarly for Values and Keys)

Let's consider a linear Transformer:

https://proceedings.mlr.press/v202/von-oswald23a/von-oswald23a.pdf


114[Transformers Learn In-Context by Gradient Descent, von Oswald et al.., 2023]

Understanding In-Context Learning in Linear Transformers
Tokens

(similarly for Values and Keys)

Let's consider a linear Transformer:

Let's set up an in-context regression problem:

https://proceedings.mlr.press/v202/von-oswald23a/von-oswald23a.pdf


115[Transformers Learn In-Context by Gradient Descent, von Oswald et al.., 2023]

Understanding In-Context Learning in Linear Transformers

Details in the paper

https://proceedings.mlr.press/v202/von-oswald23a/von-oswald23a.pdf


116

Prompting

In practice, it turns out that in-context learning is extremely sensitive to the way prompts 
are phrased: 



117[PromptBreeder, Fernando et al., 2023]

Prompting

In practice, it turns out that in-context learning is extremely sensitive to the way prompts 
are phrased. These all give very different results using the same data: 

https://arxiv.org/pdf/2309.16797.pdf


118

Prompting

In practice, it turns out that in-context learning is extremely sensitive to the way prompts 
are phrased: 

Same data, same model

[PromptBreeder, Fernando et al., 2023]

https://arxiv.org/pdf/2309.16797.pdf


119
[Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, 
Wei et al., 2022]

Chain-of-Thought Prompting

In practice, it turns out that in-context learning is extremely sensitive to the way prompts 
are phrased. One common trick that almost always works in adding explanations:

These can be even
auto-generated 
(using another LLM!)

https://arxiv.org/abs/2201.11903
https://arxiv.org/abs/2201.11903
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121[Language Models are Few-Shot Learners, Brown et al., 2020]

Can we predict the expected improvement? 

https://arxiv.org/pdf/2005.14165.pdf


122[Training Compute-Optimal Large Language Models, Hoffmann et al., 2022]

Training Compute Optimal Models

Number of parameters

Number of datapoints

FLOPS budget

https://arxiv.org/abs/2203.15556


123[Training Compute-Optimal Large Language Models, Hoffmann et al., 2022]

Scaling Laws from Classical Risk Decomposition

Number of parameters

Estimated loss

Number of data seen so far

https://arxiv.org/abs/2203.15556


124[Training Compute-Optimal Large Language Models, Hoffmann et al., 2022]

Scaling Laws from Classical Risk Decomposition

Loss for an ideal generative process (entropy of natural text)

Perfectly trained transformer with N parameters 
underperforms the ideal setting Transformer is not trained to convergence, 

as we only make a finite number of 
optimisation steps, on a sample of the 
dataset distribution

https://arxiv.org/abs/2203.15556
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Scaling Laws from Classical Risk Decomposition
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Scaling Laws from Classical Risk Decomposition

https://arxiv.org/abs/2203.15556
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Scaling Laws from Classical Risk Decomposition

https://arxiv.org/abs/2203.15556


128[Training Compute-Optimal Large Language Models, Hoffmann et al., 2022]

Scaling Laws from Classical Risk Decomposition

https://arxiv.org/abs/2203.15556


129[Training Compute-Optimal Large Language Models, Hoffmann et al., 2022]

Scaling Laws from Classical Risk Decomposition

Loss for an ideal generative process (entropy of natural text)

Perfectly trained transformer with N parameters 
underperforms the ideal setting Transformer is not trained to convergence, 

as we only make a finite number of 
optimisation steps, on a sample of the 
dataset distribution

Parameters are learned from existing training curves:

https://arxiv.org/abs/2203.15556


130[Language Models are Few-Shot Learners, Brown et al., 2020]

Can we predict the expected improvement? 

Scaling Law 

https://arxiv.org/pdf/2005.14165.pdf
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Using these models in practice:



133

Using these models in practice:



134[GPTQ, Frantar et al., 2023, LLM.int8(), Dettmers et al., 2022]

(Post-training) Quantization

quantized + low-precision matrix multiplication

https://arxiv.org/pdf/2210.17323.pdf
https://arxiv.org/pdf/2208.07339.pdf


135[GPTQ, Frantar et al., 2023, LLM.int8(), Dettmers et al., 2022, Image Source]

(Post-training) Quantization

quantized + low-precision matrix multiplication

  

  

https://arxiv.org/pdf/2210.17323.pdf
https://arxiv.org/pdf/2208.07339.pdf
https://arxiv.org/abs/2103.07156


136

(Post-training) Quantization

quantized + low-precision matrix multiplication

Specifically, GPTQ can quantize GPT models with 175 billion parameters in approximately 
four GPU hours, reducing the bitwidth down to 3 or 4 bits per weight, with negligible 
accuracy degradation relative to the uncompressed baseline. Our method more than 
doubles the compression gains relative to previously-proposed one-shot quantization 
methods, preserving accuracy, allowing us for the first time to execute an 175 
billion-parameter model inside a single GPU for generative inference.

[GPTQ, Frantar et al., 2023, LLM.int8(), Dettmers et al., 2022]

https://arxiv.org/pdf/2210.17323.pdf
https://arxiv.org/pdf/2208.07339.pdf
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(Post-training) Quantization

quantized + low-precision matrix multiplication

[GPTQ, Frantar et al., 2023, LLM.int8(), Dettmers et al., 2022]

https://arxiv.org/pdf/2210.17323.pdf
https://arxiv.org/pdf/2208.07339.pdf


138

(Post-training) Quantization

quantized + low-precision matrix multiplication

[GPTQ, Frantar et al., 2023, LLM.int8(), Dettmers et al., 2022]

https://arxiv.org/pdf/2210.17323.pdf
https://arxiv.org/pdf/2208.07339.pdf


139

(Post-training) Quantization

quantized + low-precision matrix multiplication

[GPTQ, Frantar et al., 2023, LLM.int8(), Dettmers et al., 2022]

https://arxiv.org/pdf/2210.17323.pdf
https://arxiv.org/pdf/2208.07339.pdf


140

Parameter-Efficient Fine-Tuning (PEFT)

Common Workflow:

(1) Download state-of-the-art pre-trained LLM trained on internet text for general "world 
knowledge" and reasoning abilities

(2) Test in-context learning abilities for sufficient few-shot performance.

[Parameter-Efficient Fine-Tuning Methods, A Review, 2023]

https://arxiv.org/pdf/2312.12148.pdf
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Parameter-Efficient Fine-Tuning (PEFT)

Common Workflow:

(1) Download state-of-the-art pre-trained LLM trained on internet text for general "world 
knowledge" and reasoning abilities

(2) Test in-context learning abilities for sufficient few-shot performance.

(3) Use a parameter-efficient fine-tuning scheme to update a subset of parameters (~1%).

[Parameter-Efficient Fine-Tuning Methods, A Review, 2023]

https://arxiv.org/pdf/2312.12148.pdf


142[Parameter-Efficient Fine-Tuning Methods, A Review, 2023]

PEFT

https://arxiv.org/pdf/2312.12148.pdf


143[LoRA: Low-Rank Adaptation of Large Language Models, Hu et al., 2021]

Low-Rank Adaptation (LoRA)

Zero at initialization

https://arxiv.org/abs/2106.09685


144[LoRA: Low-Rank Adaptation of Large Language Models, Hu et al., 2021]

Low-Rank Adaptation (LoRA)

Zero at initialization

→ Can easily train and share different LoRA modules

for various tasks, only need to store 

→ No changes to inference speed

→ Efficient Training (No need to calculate and store

gradients for full model, no need to store optimizer state)

https://arxiv.org/abs/2106.09685


145
[Prefix-Tuning: Optimizing Continuous Prompts for Generation, Li & Liang, 2021,
 P-Tuning v2, Liu et al., 2022]

Prefix Tuning v1 & v2

https://arxiv.org/abs/2101.00190
https://arxiv.org/pdf/2110.07602.pdf
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[Prefix-Tuning: Optimizing Continuous Prompts for Generation, Li & Liang, 2021,
 P-Tuning v2, Liu et al., 2022]

Prefix Tuning v1 & v2

https://arxiv.org/abs/2101.00190
https://arxiv.org/pdf/2110.07602.pdf


147
[Prefix-Tuning: Optimizing Continuous Prompts for Generation, Li & Liang, 2021,
 P-Tuning v2, Liu et al., 2022]

Implementing Prefix Tuning v2

Call to a popular LLM (Devlin et al., 2018)

https://arxiv.org/abs/2101.00190
https://arxiv.org/pdf/2110.07602.pdf


148
[Prefix-Tuning: Optimizing Continuous Prompts for Generation, Li & Liang, 2021,
 P-Tuning v2, Liu et al., 2022]

Implementing Prefix Tuning v2

https://arxiv.org/abs/2101.00190
https://arxiv.org/pdf/2110.07602.pdf


149
[Grounding Language Models to Images for Multimodal Inputs and Outputs, 
Ko et al., 2023]

Prefix Tuning for Multi-Modal models

https://arxiv.org/abs/2301.13823
https://arxiv.org/abs/2301.13823


150
[Grounding Language Models to Images for Multimodal Inputs and Outputs, 
Ko et al., 2023]

Prefix Tuning for Multi-Modal models

https://arxiv.org/abs/2301.13823
https://arxiv.org/abs/2301.13823


Prefix Tuning for Multi-Modal models

151[Leveraging Biomolecule and Natural Language through Multi-Modal Learning: 
A Survey]

https://arxiv.org/abs/2403.01528
https://arxiv.org/abs/2403.01528


152

Other Tricks: Gradient accumulation



153[Training Deep Nets with Sublinear Memory Cost, Chen et al., 2016]

Other Tricks: Gradient checkpointing

https://arxiv.org/pdf/1604.06174.pdf


154[Training Deep Nets with Sublinear Memory Cost, Chen et al., 2016]

Other Tricks: Gradient checkpointing

https://arxiv.org/pdf/1604.06174.pdf
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Other Tricks: Gradient checkpointing



156

Other Tricks: Gradient checkpointing

Think of both as a 
memory/speed trade-off
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Sparks of AGI

158
[Sparks of Artificial General Intelligence: Early experiments with GPT-4, 
Bubeck et al. 2023]

https://arxiv.org/pdf/2303.12712.pdf
https://arxiv.org/pdf/2303.12712.pdf


Sparks of AGI

159
[Sparks of Artificial General Intelligence: Early experiments with GPT-4, 
Bubeck et al. 2023]

https://arxiv.org/pdf/2303.12712.pdf
https://arxiv.org/pdf/2303.12712.pdf


Sparks of AGI
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[Sparks of Artificial General Intelligence: Early experiments with GPT-4, 
Bubeck et al. 2023]

https://arxiv.org/pdf/2303.12712.pdf
https://arxiv.org/pdf/2303.12712.pdf


Sparks of AGI
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[Sparks of Artificial General Intelligence: Early experiments with GPT-4, 
Bubeck et al. 2023]

https://arxiv.org/pdf/2303.12712.pdf
https://arxiv.org/pdf/2303.12712.pdf


Sparks of AGI
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[Sparks of Artificial General Intelligence: Early experiments with GPT-4, 
Bubeck et al. 2023]

https://arxiv.org/pdf/2303.12712.pdf
https://arxiv.org/pdf/2303.12712.pdf


Sparks of AGI
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[Sparks of Artificial General Intelligence: Early experiments with GPT-4, 
Bubeck et al. 2023]

https://arxiv.org/pdf/2303.12712.pdf
https://arxiv.org/pdf/2303.12712.pdf


Sparks of AGI

164
[Sparks of Artificial General Intelligence: Early experiments with GPT-4, 
Bubeck et al. 2023]

https://arxiv.org/pdf/2303.12712.pdf
https://arxiv.org/pdf/2303.12712.pdf


Embers of Autoregression

165
[Embers of Autoregression: Understanding Large Language Models Through 
the Problem They are Trained to Solve, McCoy et al., 2023]

https://arxiv.org/abs/2309.13638
https://arxiv.org/abs/2309.13638
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[Embers of Autoregression: Understanding Large Language Models Through 
the Problem They are Trained to Solve, McCoy et al., 2023]

https://arxiv.org/abs/2309.13638
https://arxiv.org/abs/2309.13638


Embers of Autoregression
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[Embers of Autoregression: Understanding Large Language Models Through 
the Problem They are Trained to Solve, McCoy et al., 2023]

https://arxiv.org/abs/2309.13638
https://arxiv.org/abs/2309.13638


Embers of Autoregression
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[Embers of Autoregression: Understanding Large Language Models Through 
the Problem They are Trained to Solve, McCoy et al., 2023]

https://arxiv.org/abs/2309.13638
https://arxiv.org/abs/2309.13638


Embers of Autoregression
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[Embers of Autoregression: Understanding Large Language Models Through 
the Problem They are Trained to Solve, McCoy et al., 2023]

https://arxiv.org/abs/2309.13638
https://arxiv.org/abs/2309.13638


Embers of Autoregression

170
[Embers of Autoregression: Understanding Large Language Models Through 
the Problem They are Trained to Solve, McCoy et al., 2023]

https://arxiv.org/abs/2309.13638
https://arxiv.org/abs/2309.13638
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Bonus: Reinforcement Learning from Human Feedback

172[Source: OpenAI]



Bonus: Instruction Tuning

173

Parameter-Efficient (or full) Finetuning

In-Context Learning / Prompt Engineering

Instruction Tuning

[Wei et al., 2022]

https://openreview.net/forum?id=gEZrGCozdqR


Bonus: Instruction Tuning

174[Super-Natural Instructions, Wang et al., 2022]

https://newsletter.ruder.io/p/instruction-tuning-vol-1


Bonus: Retrieval Augmentation

175
[Online Adaptation of Language Models with a Memory of 
Amortized Contexts, Tack et al., 2022]

Question

RAG-System

https://arxiv.org/abs/2403.04317
https://arxiv.org/abs/2403.04317


Bonus: Retrieval Augmentation

176
[Online Adaptation of Language Models with a Memory of 
Amortized Contexts, Tack et al., 2022]

Question

RAG-System

Learning to contextualize and/or keen the System up-to-date

https://arxiv.org/abs/2403.04317
https://arxiv.org/abs/2403.04317

