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Lecture 2: Introduction to AI on clinical datasets
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Outline for today’s class

1. AI/ML for precision medicine

2. What are EHR data useful for?

3. Limitations & biases of EHR data

4. Highlights of ML on EHR data:
§ Polypharmacy and adverse drug events
§ Modeling disease progression
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General vs. personalized medicine
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Johnson et al., JACC Basic Transl Sci, 2017
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Precision medicine goals
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Why are these goals relevant?
Problem: Underrepresentation in clinical research
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Most clinical decisions involve bridging the inferential gap: Clinicians are required to “fill in” where they lack 
knowledge or where no knowledge yet exists:
• Misdiagnoses, medical errors, prescription errors, surgical errors, under-treatments, over-treatments, 

unnecessary lab tests can be due to inferential gaps
• Late diagnosis of cancer can be due to the inferential gaps at the primary care
• Crisis caused by misuse, underuse, or overuse of antibiotics is in part due to serious inferential gaps
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Precision medicine 
requires a multi-level 
understanding
of health and 
disease…
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…und understanding how health 
and disease states evolve
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This all-encompassing dataset 
does no exist…

… but real-world data 
can serve as proxy
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Next: How are electronic 
health records used for 

research?
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Outline for today’s class

1. AI/ML for precision medicine

2. What are EHR data useful for?

3. Limitations & biases of EHR data

4. Highlights of ML on EHR data:
§ Polypharmacy and adverse drug events
§ Modeling disease progression
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Electronic health records
§ The digitized paper charts
§ The underlying goal/purpose of EHRs is 

billing/infrastructure 
§ Contains any data collected during an individual’s 

interaction with a medical system 
§ Different software vendors (e.g., EPIC, Cerner) 
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EHR data types and formats
§ Made available by data warehouses 
§ Are often encounter-based 
§ Typically separated by modality (e.g., 

demographics table, lab table) 
§ Often in star-schema format 
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EHR data structure
§ Structured: labs, 

medications, etc. 
§ Semi-structured: 

smartforms, 
radiology 
impressions, echo 
reports 

§ Unstructured: 
clinical notes 

§ Note: It does not 
have all data! 
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Types of research using EHRs?
§ Characterize co-morbidities & epidemiological trends 
§ Identify disease sub-phenotypes 
§ Identify unknown drug adverse events 
§ Find symptom clusters 
§ Predict medication response 
§ Anticipate disease flare-ups 
§ Guide triage decisions 
§ Track treatment progression and sequelae 
§ Couple with other patient data modalities: genetics, 

images, notes, biosignals, etc. 

+ countless more... 
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Example: Identifying temporal 
disease trajectories (1/4)

Data: The entire spectrum of diseases covering 14.9 
years of EHR data on 6.2 million patients

14
Jensen et al., Nature Communications, 2014
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Example: Identifying temporal 
disease trajectories (2/4)

1.Analyze temporal co-morbidity:
§ From the full data set, identify pairs (D1àD2) of diagnoses where 

D2 occurs within a 5-year time frame of D1
§ Test pairs for significant directionality: Identify those where a 

significantly higher number of patients had D1 occurring before D2 
compared with the opposite direction or in the same admission 

§ This analysis yielded 1,171 four-long diagnosis trajectories

2.Cluster trajectories:
§ Objective: Cluster trajectories that have large diagnosis overlap 

and represent variants of general patterns of disease progression.
§ Cluster trajectories based on which diagnoses they share

§ Use Markov clustering to assign each diagnostic code to a cluster
§ Use the Jaccard index as a similarity measure: Count how many 

trajectories both diagnoses are part of and normalize by the total 
number of trajectories either is part of

§ Combine trajectories with all diagnoses within the same cluster into 
directed trajectory clusters in which the patterns can be examined

15
Jensen et al., Nature Communications, 2014
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Example: Identifying temporal 
disease trajectories (3/4)

§ Clustering identified 15 clusters:
§ The five largest clusters covered 46, 25, 12, 9, and 8 

diagnoses each
§ Each is a group of patterns centered on a small 

number of key diagnoses, which are central to disease 
progression and important to diagnose early to 
mitigate the risk of adverse outcomes

§ The five largest clusters were enriched for:
§ Diseases of the prostate
§ Chronic obstructive pulmonary disease
§ Cerebrovascular disease
§ Cardiovascular disease
§ Diabetes mellitus

16
Jensen et al., Nature Communications, 2014
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Example: Identifying temporal 
disease trajectories (4/4)

Cardiovascular cluster: Gout is a central diagnosis in 
the cardiovascular cluster, supporting evidence that 
gout is important to progression of cardiovascular 
diseases

17
Jensen et al., Nature Communications, 2014

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI



Goals of ML for healthcare 
using EHR 
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Typical ML workflow for EHR data
§ Gather (identify relevant feature) 
§ QC values (wrong unit?) 
§ Check for/address missingness 
§ Phenotype and design cohort 
§ Define outcome (label) and study period 
§ Use relevant ML techniques 
§ Pre-process data to fit the ML technique
§ Refine and repeat 

19
Johnson et al., JACC, 2018
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Typical ML workflow for EHR data

20
Johnson et al., JACC, 2018
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Outline for today’s class

1. AI/ML for precision medicine

2. What are EHR data useful for?

3. Limitations & biases of EHR data

4. Highlights of ML on EHR data:
§ Polypharmacy and adverse drug events
§ Modeling disease progression
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What is a disease?
§ A disease is not easily defined in EHRs!
§ Many ways in which a disease can be represented 

(and often wrong)
§ Phenotyping algorithms and standardized concepts 

to the rescue: accurately identify patients with a 
specific observable trait from imperfect EHR data
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How well do various data types 
define a disease? (1/3)

§ Goal: Evaluate phenotyping performance of major EHRs
§ Diagnosis codes
§ Primary notes
§ Medication lists

§ Approach:
§ Select ten diseases: atrial fibrillation, Alzheimer’s disease, breast 

cancer, gout, human immunodeficiency virus infection, multiple 
sclerosis, Parkinson’s disease, rheumatoid arthritis, and T1D/T2D

§ For each disease, classify patients into seven categories based on 
the presence of evidence for disease in a) diagnosis codes, b) 
primary notes, and c) specific medications

§ For each disease, select 175 patients for manual chart review
§ Use review results to estimate positive predictive value (PPV) for 

each EHR data type alone and in combination

23
Wei et al., JAMIA, 2016
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How well do various data types 
define a disease? (2/3)

§ PPV is the ratio of patients that truly have the disease according to manual 
chart review to all patients who had been identified as having the disease

§ PPVs on single data types were inadequate for accurate phenotyping (0.06–0.71)
§ Using two or more ICD codes improved the average PPV to 0.84
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How well do various data types 
define a disease? (3/3)

§ Multiple data types provide a more consistent and 
higher performance than a single one

§ Use multiple EHR data types for disease 
phenotyping
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External replication is necessary 
but not easy to facilitate
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It is challenging to capture health 
state from EHR
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ML models can learn the wrong 
information
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ML models can “cheat” (1/3)
§ Objective: Hip fractures are a leading cause of death 

and disability among older adults
§ Most commonly missed diagnosis on pelvic radiographs
§ Delayed diagnosis leads to higher cost & worse outcomes

§ Data: Collect 23,602 hip radiographs from 9,024 
patients, patient and hospital process EHR data: 
§ Prevalence of fracture is 3% (779/23,602)
§ Patients with fractures were more likely to report a recent fall 

and less likely to report pain 
§ Features: image (IMG), disease (fracture) class, 5 patient 

(PT) features, 14 hospital process (HP) features
29

Badgeley et al., NPJ Digital Medicine, 2019
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ML models can “cheat” (2/3)
§ ML model: Train a neural network on radiographs to 

classify fracture
§ Results: Fracture is predicted:

§ Moderately well from the IMG data alone (AUC=0.78) 
§ Better when combining IMG + PT (AUC=0.86) 
§ Better when combining IMG + PT + HP (AUC=0.91)

§ Follow-up analysis: 
§ Test ML model whether it can directly detect fracture 

versus indirectly predict fracture by detecting confounding 
variables associated with fracture

§ On a test set with fracture risk balanced across PT and HP 
variables, fracture detector is no better than random 
(AUC=0.52)
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ML models can “cheat” (3/3)
§ On test set with fracture risk 

balanced across PT and HP 
features, fracture detector is 
no better than random 
(AUC=0.52)

§ Confounding variable (e.g., time 
since prior lab order, or which 
scanner in a hospital is used to 
acquire a radiograph) is associated 
with both:
§ Explanatory variable (acuity of a 

patient’s illness, or a patient’s clinically 
predicted risk of fracture) 

§ Outcome (mortality, or the likelihood 
of a radiograph’s pixels containing 
patterns suggestive of fracture) 
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🤯



Limitations & biases of EHR
§ Diseases are not easily defined in EHRs!
§ External replication is not easy to facilitate
§ It is challenging to capture health state from EHR
§ ML algorithms can learn the wrong information
§ ML algorithms can “cheat”
§ ML algorithms can fail on other patient populations
§ Biased real-world data can lead to real-world 

consequences
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Fine print of using EHRs
§ In USA (and elsewhere), the healthcare is fragmented and EHRs do not 

extend beyond specific health system 
§ EHRs capture only data that is entered and how it is entered: “Garbage 

in, garbage out” 
§ EHR systems are messy, redundant, incomplete, heterogenous, 

erroneous, etc. 
§ Interfacing with EHR data is challenging and requires domain expertise 
§ Biases are propagated through! 
§ Poorly encoded key information: i.e., social determinants of health 
§ The “missing phenome” 
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Quick Check
https://forms.gle/N85jAoUVPuBFyG3U8
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Outline for today’s class

1. AI/ML for precision medicine

2. What are EHR data useful for?

3. Limitations & biases of EHR data

4. Highlights of ML on EHR data:
§ Polypharmacy and adverse drug events
§ Modeling disease progression
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Patients take multiple drugs to treat 
complex or co-existing diseases

46% of people over 65 years take more than 5 drugs

Many take more than 20 drugs to treat heart diseases, depression or cancer 

15% of the U.S. population affected by unwanted side effects

Annual costs in treating side effects exceed $177 billion in the U.S. alone

36
Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018

Polypharmacy

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI



FDA adverse event reporting
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Drugs taken Unwanted side effects
Peliosis hepatis (0.2%), Heart rate increased (0.5%), Aortic 
aneurysm (0.1%)

Joint stiffness (3%), Joint swelling (1%), Bone marrow 
fibrosis (0.01%)

Anaemia (1%), Bone marrow fibrosis (0.5%), Intestinal ulcer 
(0.001%)

Anaemia (1%), Bone marrow fibrosis (0.1%), Intestinal ulcer 
(0.01%), Joint stiffness (3%), Joint swelling (1%)

Peliosis hepatis (0.2%), Heart rate increased (0.5%), Aortic 
aneurysm (0.1%), Joint stiffness (3%), Joint swelling (1%), 
Bone marrow fibrosis (0.01%)

… …

,

Prescribed 
drugs

Drug
side effect

,

Prescribed 
drugs

Drug
side effect

The FDA Adverse Event Reporting System (FAERS)

Unwanted side effects

38

(hypothetical scenario)
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(hypothetical scenario)
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Drugs taken Unwanted side effects
Peliosis hepatis (0.2%), Heart rate increased (0.5%), Aortic 
aneurysm (0.1%)

Joint stiffness (3%), Joint swelling (1%), Bone marrow 
fibrosis (0.01%)

Anaemia (1%), Bone marrow fibrosis (0.5%), Intestinal ulcer 
(0.001%)

Anaemia (1%), Bone marrow fibrosis (0.1%), Intestinal ulcer 
(0.01%), Joint stiffness (3%), Joint swelling (1%), Colon 
cancer (0.1%), Fatigue (2%) 

Peliosis hepatis (0.2%), Heart rate increased (0.5%), Aortic 
aneurysm (0.1%), Joint stiffness (3%), Joint swelling (1%), 
Bone marrow fibrosis (0.01%)

… …

,

Prescribed 
drugs

Drug
side effect

,

Prescribed 
drugs

Drug
side effect

The FDA Adverse Event Reporting System (FAERS)

Unwanted side effects
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(hypothetical scenario)
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Unexpected drug Interactions

,

Prescribed 
drugs

Drug
side effect

3% 
prob.

2% 
prob.

,

Prescribed 
drugs

Drug
side effect

,

Prescribed 
drugs

Drug
side effectCo-prescribed drugs Side Effects

?

Task: How likely will a particular 
combination of drugs lead to a 

particular side effect?
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Combinatorial explosion
§ >13 million possible combinations of 2 drugs
§ >20 billion possible combinations of 3 drugs

Non-linear & non-additive interactions
§ Different effect than the additive effect of individual drugs

Small subsets of patients
§ Side effects are interdependent 
§ No info on drug combinations not yet used in patients

,

Prescribed 
drugs

Drug
side effect

,

Prescribed 
drugs

Drug
side effect

,

Prescribed 
drugs

Drug
side effect

+ ≠

Why is modeling 
polypharmacy a hard problem?

42Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018



Objective: Capture molecular, drug, and patient data for 
all drugs prescribed in the U.S. 

Dataset:
§ 4,651,131 drug-drug edges: Patient data from adverse 

event system, tested for confounders [FDA]
§ 18,596 drug-protein edges 
§ 719,402 protein-protein edges: Physical, metabolic enzyme-

coupled, and signaling interactions
§ Drug and protein features: drugs’ chemical structure, 

proteins’ membership in pathways

r1 Gastrointestinal bleed side effect  
r2 Bradycardia side effect Protein-protein interaction

Drug-protein interactionr3 Nausea side effect
r4 Mumps side effectr1 Gastrointestinal bleed side effect  

r2 Bradycardia side effect Protein-protein interaction
Drug-protein interactionr3 Nausea side effect

r4 Mumps side effect

Drug-protein

Protein-protein

Drug-drug

Gives polypharmacy network with over 5 million edges 
separated into 1,000 different edge types

Polypharmacy dataset
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Objective: Capture molecular, drug, and patient data for 
all drugs prescribed in the U.S. 

A unique dataset:
§ 4,651,131 drug-drug edges: Patient data from adverse 

event system, tested for confounders [FDA]
§ 18,596 drug-protein edges 
§ 719,402 protein-protein edges: Physical, metabolic enzyme-

coupled, and signaling interactions
§ Drug and protein features: drugs’ chemical structure, 

proteins’ membership in pathways

r1 Gastrointestinal bleed side effect  
r2 Bradycardia side effect Protein-protein interaction

Drug-protein interactionr3 Nausea side effect
r4 Mumps side effectr1 Gastrointestinal bleed side effect  

r2 Bradycardia side effect Protein-protein interaction
Drug-protein interactionr3 Nausea side effect

r4 Mumps side effect

Drug-protein

Protein-protein

Drug-drug

Gives polypharmacy network with over 5 million edges 
separated into 1,000 different edge types

Polypharmacy dataset
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Two main stages:
1. Learn an embedding for every node in polypharmacy dataset
2. Predict a score for every drug-drug, drug-protein, protein-

protein pair in the test set based on the embeddings

45

Example: How likely will 
Simvastatin and Ciprofloxacin, 
when taken together, break 
down muscle tissue?

Overall ML approach
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Approach: Graph neural network

Node 𝑢

Input d-dimensional 
embedding space

𝑧!

𝑧"𝑓(𝑣)

𝑓(𝑢)

Node 𝑣

Map nodes to d-dimensional embeddings such that nodes with 
similar network neighborhoods are embedded close together

46

Decagon’s GNN approach
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§ Encoder: Multiple layers of nonlinear transformation of 
graph structure

47

…

Graph neural networks
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Graph neural networks

§ Neighborhood aggregation:

§ Model can be of arbitrary depth
§ Nodes have embeddings at each layer
§ Layer 0 embedding of node u is its input features Xu

§ Basic neighborhood aggregation approach: Average information from 
neighbors and apply a neural network

48

INPUT GRAPH

TARGET NODE B

D
E

F

C
A

B

C

D

A

A

A

C

F

B

E

A

Neural networks

Layer 2

Layer 1
Layer 0

XE

XF

XA

XB

XA

XA
XC

?

?

?

?

§ Intuition: 
§ Each node’s neighborhood defines a 

computational graph
§ Generate node embeddings based on local 

network neighborhoods
u
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v3
<latexit sha1_base64="s5iTkX3DIoDH5hMZTGaNlJcvKwU=">AAAB73icbVBNTwIxEJ3FL8Qv1KOXRjDxRHbhoEeiF4+YuIKBDemWLjS03U3bJSEbfoMXD3oxXv073vw3FtiDgi9p8/LeTGbmhQln2rjut1PY2Nza3inulvb2Dw6PyscnjzpOFaE+iXmsOiHWlDNJfcMMp51EUSxCTtvh+HbutydUaRbLBzNNaCDwULKIEWys5Fcn/Ua1X664NXcBtE68nFQgR6tf/uoNYpIKKg3hWOuu5yYmyLAyjHA6K/VSTRNMxnhIu5ZKLKgOssWyM3RhlQGKYmWfNGih/u7IsNB6KkJbKbAZ6VVvLv7ndVMTXQcZk0lqqCTLQVHKkYnR/HI0YIoSw6eWYKKY3RWREVaYGJtPyYbgrZ68Tp7qNa9Rs1/9vl5p3uSJFOEMzuESPLiCJtxBC3wgwOAZXuHNkc6L8+58LEsLTt5zCn/gfP4AhciOmw==</latexit>

w1
<latexit sha1_base64="egjo+us5vaX34Evvv2x+6VtTUQE=">AAAB73icbVA9TwJBEJ3DL8Qv1NJmI5hYkTsstCTaWGLiiQYuZG+Zgw17e5fdPQ0h/AYbC22MrX/Hzn/jAlco+JLdvLw3k5l5YSq4Nq777RRWVtfWN4qbpa3tnd298v7BnU4yxdBniUjUfUg1Ci7RN9wIvE8V0jgU2AqHV1O/9YhK80TemlGKQUz7kkecUWMlv/rU9ardcsWtuTOQZeLlpAI5mt3yV6eXsCxGaZigWrc9NzXBmCrDmcBJqZNpTCkb0j62LZU0Rh2MZ8tOyIlVeiRKlH3SkJn6u2NMY61HcWgrY2oGetGbiv957cxEF8GYyzQzKNl8UJQJYhIyvZz0uEJmxMgSyhS3uxI2oIoyY/Mp2RC8xZOXyUO95p3V7Fe/qVcal3kiRTiCYzgFD86hAdfQBB8YcHiGV3hzpPPivDsf89KCk/ccwh84nz+EQo6a</latexit>

w2
<latexit sha1_base64="saPALw48f1aEprfz8Md/BWYwnBk=">AAAB73icbVA9T8MwEL2Ur1K+CowsFi0SU5WEAcYKFsYiEQpqo8pxndaqY0e2A6qi/gYWBlgQK3+HjX+D22aAlifZenrvTnf3opQzbVz32ymtrK6tb5Q3K1vbO7t71f2DOy0zRWhAJJfqPsKaciZoYJjh9D5VFCcRp+1odDX1249UaSbFrRmnNEzwQLCYEWysFNSfen69V625DXcGtEy8gtSgQKtX/er2JckSKgzhWOuO56YmzLEyjHA6qXQzTVNMRnhAO5YKnFAd5rNlJ+jEKn0US2WfMGim/u7IcaL1OIlsZYLNUC96U/E/r5OZ+CLMmUgzQwWZD4ozjoxE08tRnylKDB9bgolidldEhlhhYmw+FRuCt3jyMnnwG95Zw37+jV9rXhaJlOEIjuEUPDiHJlxDCwIgwOAZXuHNEc6L8+58zEtLTtFzCH/gfP4AhcqOmw==</latexit>

w3
<latexit sha1_base64="ufGw4Nm1WalwSQ+wtQSolcsfUgY=">AAAB73icbVBNTwIxEJ3iF+IX6tFLI5h4Irtw0CPRi0dMXMHAhnRLFxq63U3b1ZANv8GLB70Yr/4db/4bC+xBwZe0eXlvJjPzgkRwbRznGxXW1jc2t4rbpZ3dvf2D8uHRvY5TRZlHYxGrTkA0E1wyz3AjWCdRjESBYO1gfD3z249MaR7LOzNJmB+RoeQhp8RYyas+9RvVfrni1Jw58Cpxc1KBHK1++as3iGkaMWmoIFp3XScxfkaU4VSwaamXapYQOiZD1rVUkohpP5svO8VnVhngMFb2SYPn6u+OjERaT6LAVkbEjPSyNxP/87qpCS/9jMskNUzSxaAwFdjEeHY5HnDFqBETSwhV3O6K6YgoQo3Np2RDcJdPXiUP9ZrbqNmvfluvNK/yRIpwAqdwDi5cQBNuoAUeUODwDK/whiR6Qe/oY1FaQHnPMfwB+vwBh1KOnA==</latexit>

w4
<latexit sha1_base64="SIr6dylwLQfk+q8lhBPRktt045M=">AAAB73icbVBNTwIxEJ3FL8Qv1KOXRjDxRHbRRI9ELx4xcQUDG9ItXWjotpu2qyEbfoMXD3oxXv073vw3FtiDgi9p8/LeTGbmhQln2rjut1NYWV1b3yhulra2d3b3yvsH91qmilCfSC5VO8Saciaob5jhtJ0oiuOQ01Y4up76rUeqNJPizowTGsR4IFjECDZW8qtPvfNqr1xxa+4MaJl4OalAjmav/NXtS5LGVBjCsdYdz01MkGFlGOF0UuqmmiaYjPCAdiwVOKY6yGbLTtCJVfookso+YdBM/d2R4VjrcRzayhiboV70puJ/Xic10WWQMZGkhgoyHxSlHBmJppejPlOUGD62BBPF7K6IDLHCxNh8SjYEb/HkZfJQr3lnNfvVb+uVxlWeSBGO4BhOwYMLaMANNMEHAgye4RXeHOG8OO/Ox7y04OQ9h/AHzucPiNqOnQ==</latexit>

w5
<latexit sha1_base64="NZj2jzOl5zNQ/ScG0zDWuGwHAvs=">AAAB73icbVBNTwIxEJ3FL8Qv1KOXRjDxRHYxRo9ELx4xcQUDG9ItXWjotpu2qyEbfoMXD3oxXv073vw3FtiDgi9p8/LeTGbmhQln2rjut1NYWV1b3yhulra2d3b3yvsH91qmilCfSC5VO8Saciaob5jhtJ0oiuOQ01Y4up76rUeqNJPizowTGsR4IFjECDZW8qtPvfNqr1xxa+4MaJl4OalAjmav/NXtS5LGVBjCsdYdz01MkGFlGOF0UuqmmiaYjPCAdiwVOKY6yGbLTtCJVfookso+YdBM/d2R4VjrcRzayhiboV70puJ/Xic10WWQMZGkhgoyHxSlHBmJppejPlOUGD62BBPF7K6IDLHCxNh8SjYEb/HkZfJQr3lnNfvVb+uVxlWeSBGO4BhOwYMLaMANNMEHAgye4RXeHOG8OO/Ox7y04OQ9h/AHzucPimKOng==</latexit> w6

<latexit sha1_base64="yS4mRmRlkM3goTAP01vma6BKHrE=">AAAB73icbVBNTwIxEJ3FL8Qv1KOXRjDxRHYxUY9ELx4xcQUDG9ItXWjotpu2qyEbfoMXD3oxXv073vw3FtiDgi9p8/LeTGbmhQln2rjut1NYWV1b3yhulra2d3b3yvsH91qmilCfSC5VO8Saciaob5jhtJ0oiuOQ01Y4up76rUeqNJPizowTGsR4IFjECDZW8qtPvfNqr1xxa+4MaJl4OalAjmav/NXtS5LGVBjCsdYdz01MkGFlGOF0UuqmmiaYjPCAdiwVOKY6yGbLTtCJVfookso+YdBM/d2R4VjrcRzayhiboV70puJ/Xic10WWQMZGkhgoyHxSlHBmJppejPlOUGD62BBPF7K6IDLHCxNh8SjYEb/HkZfJQr3lnNfvVb+uVxlWeSBGO4BhOwYMLaMANNMEHAgye4RXeHOG8OO/Ox7y04OQ9h/AHzucPi+qOnw==</latexit>

w7
<latexit sha1_base64="GBEkhF8lX5dZqrOMiLv2L4lVsfk=">AAAB73icbVBNTwIxEJ3iF+IX6tFLI5h4Irt4wCPRi0dMXMHAhnRLFxq63U3b1ZANv8GLB70Yr/4db/4bC+xBwZe0eXlvJjPzgkRwbRznGxXW1jc2t4rbpZ3dvf2D8uHRvY5TRZlHYxGrTkA0E1wyz3AjWCdRjESBYO1gfD3z249MaR7LOzNJmB+RoeQhp8RYyas+9RvVfrni1Jw58Cpxc1KBHK1++as3iGkaMWmoIFp3XScxfkaU4VSwaamXapYQOiZD1rVUkohpP5svO8VnVhngMFb2SYPn6u+OjERaT6LAVkbEjPSyNxP/87qpCS/9jMskNUzSxaAwFdjEeHY5HnDFqBETSwhV3O6K6YgoQo3Np2RDcJdPXiUP9Zp7UbNf/bZeaV7liRThBE7hHFxoQBNuoAUeUODwDK/whiR6Qe/oY1FaQHnPMfwB+vwBjXKOoA==</latexit>
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Average of neighbor’s 
previous layer embeddings

Initial 0-th layer embeddings 
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Embedding after K 
layers of neighborhood 

aggregation 

Non-linearity 
(e.g., ReLU)

Previous layer 
embedding of vh0

v = xv

hk
v = �

0

@Wk

X

u2N(v)

hk�1
u

|N(v)| +Bkh
k�1
v

1

A , 8k 2 {1, ...,K}

zv = hK
v

Basic GNN approach
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Apply Decagon’s GNN to 
the polypharmacy dataset

E.g.: How likely will Simvastatin and Ciprofloxacin, 
when taken together, break down muscle tissue?

50Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018
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Our method (Decagon)
RESCAL Tensor Factorization [Nickel et al., ICML'11]
Multi-relational Factorization [Perros, Papalexakis et al., KDD'17]
Shallow Network Embedding [Zong et al., Bioinformatics'17]

Results: Polypharmacy side effect 
prediction

51

Decagon

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018



Polypharmacy side effect prediction
Approach:
1) Train deep model on data generated prior to 2012
2) How many predictions have been confirmed after 2012?

52Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018



§ Adverse events from medications accounted for 
over 110,000 deaths in the US alone in 2019

§ It remains largely unknown:
§ How a nationwide pandemic (such as COVID-19) can 

influence patient safety 
§ What inequalities in patients are exacerbated more 

than expected had the pandemic not occurred
§ Dependencies between aspects of the pandemic, 

drug effects, and patient characteristics create 
additional challenges for understanding patient 
safety during a public health emergency 

Where do we go from here?

53
Population-scale identification of differential adverse events before and during a pandemic, Nature Computational Science, 2021
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Variation of adverse events 
across patient groups

§ Substantial variation in adverse events before and during 
the pandemic:
§ Among 64 adverse events identified by our analyses, 54 have 

increased incidence rates during the pandemic, even though 
adverse event reporting decreased by 4.4% overall relative to 2019

54Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
Population-scale identification of differential adverse events before and during a pandemic, Nature Computational Science, 2021



Variation of adverse events 
across patient groups

§ Adverse events whose reporting frequency has changed relative to pre-pandemic 
levels tend to be reported considerably more often than expected:
§ Pre-pandemic gender differences are exaggerated during the pandemic
§ Women suffer from more adverse events than men relative to pre-pandemic, across all ages
§ Anxiety and insomnia were disproportionately increased in women and elderly

55

All patients Elderly

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
Population-scale identification of differential adverse events before and during a pandemic, Nature Computational Science, 2021



Outline for today’s class

1. AI/ML for precision medicine

2. What are EHR data useful for?

3. Limitations & biases of EHR data

4. Highlights of ML on EHR data:
§ Polypharmacy and adverse drug events
§ Modeling disease progression

56Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI



Prognosis: Where is a patient in their 
disease trajectory? When will the disease 

progress? How will treatment affect 
disease progression?

57David Sontag, MIT Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
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Descriptive: What does a typical 
trajectory look like?

David Sontag, MIT Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
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[Poewe et al., Parkinson’s disease. Nature Reviews Disease Primers, 2017]

Clinical symptoms associated with 
Parkinson’s disease progression 

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
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Subtyping: Can we re-define the 
disease altogether?

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
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Predicting disease progression in 
Alzheimer’s disease

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI



Disease status 
quantified by 
cognitive score 
(continuous valued)

63Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI



Patient dataset: 371 features

64Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
Zhou et al., KDD’12



§ Goal: Predict disease status in 6, 12, 24, 36, 
and 48 months 

§ Five different regression tasks? 
§ Challenge: data sparsity 

§ Total number of patients is small 
§ Labels are noisy 
§ Due to censoring, fewer patients at later time points

65

Progression of Alzheimer’s

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
Zhou et al., KDD’12



§ Goal: Predict disease status in 6, 12, 24, 36, 
and 48 months 

§ Approach: 
§ Five regression tasks: M06, M12, M24, M36, M48? 

§ Challenge: Small sample size 

66
Zhou et al., KDD’12

Predicting disease progression in 
Alzheimer’s disease

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI



§ Goal: Predict disease status in 6, 12, 24, 36, and 
48 months 

§ Rather than learning 5 independent models, we 
can formulate the problem as multi-task learning: 
§ Select a common set of biomarkers for all time points 
§ Allow for specific set of biomarkers at different time 

points à candidate disease state biomarkers 
§ Encourage temporal smoothness in models when 

making predictions for neighboring time points 

67

Approach: Multi-task learning

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
Zhou et al., KDD’12
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Approach: Fused sparse 
group lasso 

Ground-truth 
outcomesMatrix of patient features, demographics, 

genetics, cognitive scores, lab tests

Feature importance values: Weight 
matrix that we want to learn

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
Zhou et al., KDD’12



Approach: Sparse group lasso

§ “Fused” version of lasso penalizes the norm of both 
the coefficients and their successive differences
§ It encourages sparsity of the coefficients and sparsity of 

their differences—local constancy of the coefficient profile

69Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
Zhou et al., KDD’12
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Averaged results across 
five time points

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
Zhou et al., KDD’12
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Predictive importance of 
features vary across time

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical AI
Zhou et al., KDD’12



Outline for today’s class

1. AI/ML for precision medicine

2. What are EHR data useful for?

3. Limitations & biases of EHR data

4. Highlights of ML on EHR data:
§ Polypharmacy and adverse drug events
§ Modeling disease progression
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