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Outline for today’s class

1., Al/ML for precision medicine

" What are EHR data useful for?

3. Limitations & biases of EHR data

4,

ighlights of ML on E

R data:

= Polypharmacy and adverse drug events
= Modeling disease progression
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Precision medicine goals

Personalized healthcare helps us move towards providing

the right the right the right at the right
patient drug dose time

http://hitconsultant.net/2014/04/03/infographic-the-rise-of-personalized-medicine/
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Why are these goals relevant?

Problem: Underrepresentation in clinical research

Genomics Clinical Trials
PERSISTENT BIAS Participation in Cancer Clinical Trials
Over the past seven years.the proportion of participants in genome-wide Race-, Sex-, and Age-Based Disparities

association studies (GWAS) that are of Asian ancestry has increased.
Groups of other ancestries continue to be very poorly represented.

Table 1. Participants in National Cancer Institute Cooperative Group Breast, Colorectal,

2009 2016 Lung, or Prostate Cancer Therapeutic Trials, 1996-2002 (N = 75 215)*
37_3. studies 2.5?1.1 studies Proportion of
1.7 million samples 35 million samples Trial Participants, Incident Cancer Proportion of
Characteristic No. (%) Patients, %t US Population, %t
0 0 Race/ethnicity
g 6 /0 81 /0 White non-Hispanic 64 355 (85.6) 83.1 75.7
European European
ancestry ancestry Hispanic 2292 (3.1) 3.8 9.1
Asian Black 6882 (9.2) 10.9 10.8
Oth Asian/Pacific Islander 1446 (1.9) 2.0 3.8
er non-
European American Indian/Alaskan Native 240 (0.3) 0.2 0.7
Murthy et al., JAMA, 2004.
49, Non- 199% Non-
European European

ancestry ancestry

Popejoy and Fullerton, Nature, 2016

inferential gap Wﬁwﬁi

Most clinical decisions involve bridging the inferential gap: Clinicians are required to “fill in” where they lack
knowledge or where no knowledge yet exists:
Misdiagnoses, medical errors, prescription errors, surgical errors, under-treatments, over-treatments,

unnecessary lab tests can be due to inferential gaps
Late diagnosis of cancer can be due to the inferential gaps at the primary care

Crisis caused by misuse, underuse, or overuse of antibiotics is in part due to serious inferential gaps

vard.cuu - DIV 2. Dol eaicd



Precision medicine
requires a multi-level

Transcriptome

Metabolome

Microbiome

understanding
of health and

Social graph
Biosensors

Topol, Cell (2014)

disease...

Inputs

Social, behavioral
Genomics and -omic layers
Biosensors

Immune system

Gut microbiome

Anatome

Environmental

Physical activity, sleep, nutrition
Medication, alcohol, drugs
Labs, plasma DNA, RNA
Family history
Communication, speech
Cognition, state of mind

All medical history

World’s medical literature,
continually updated
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Output

Virtual health guidance

Topol, Nature Medicine (2019)



...und understanding how health
and disease states evolve

Individualized genomic medicine
From prewomb to tomb
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This all-encompassing dataset
does no exist...

“The Quantified Self”
Input

predisposition  Genetic Architecture

g Demographics

« Sex
Environment

* Race
» Age

Family History

t * Pollutants
en
o & Toxins @
* Chemicals

Exposures

Lifestyle

« Transcriptome — @

* Microbiome .
< Epgeaome Therapeutics
* Proteome

Dynamics

System ( oh
Artificial Intelligence Patient Monitoring
Machine Learning

-l
Output Vsl
Interventional Therapies i X
Risk Factor Identification Y

Disease Monitoring Patient Outcomes -

Patient Monitoring
Therapeutic Stratification

... but real-world data
can Serve as proxy

Electronic Health Records

ﬁ

Next: How are electronic

health records used for
research?
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Outline for today’s class

J Al/ML for precision medicine

2. What are EHR data useful for?

4,

ighlights of ML on E

r Limitations & biases of EHR data

R data:

Polypharmacy and adverse drug events
Modeling disease progression



Electronic health records

The digitized paper charts
The underlying goal/purpose of EHRs is

billing/infrastructure

Contains any data collected during an individual’s

iInteraction with a medical system

Different software vendors (e.g., EPIC, Cerner)

ﬁ

Data type examples:

Clinical

o Diagnoses

o Procedures

o Lab test results
o Imaging

o Medications

o Notes

Non-clinical

o Demographics
o Insurance

o Location

o Lifestyle



EHR data types and formats

Made available by data warehouses

Are often encounter-based

Typically separated by modality (e.g.,
demographics table, lab table)

Often in star-schema format

Dimension Table

time_key

day
day_of_the_week
month
Quarter

Year

Dimension Table

branch_key
branch_name

branch_type

Sales Fact Table

Dimension Table

=

time_key

item_key

brand
type

item_key
item_name

supplier_type

branch_key

location_key

unit_sold

dollars_sold

Dimension Table
locaﬂonl
location_key

street

city
state_or_province
country

https://www .javatpoint.com/data-warehouse-what-is-star-schema

ﬁ

Patient Visit
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M)

Name
Address
Telephone
S

Ethnicity

Demographics

Complete Blood Count
Hemoglobin A1C
Chemistry Panel

Full Blood Panel
Metabolic Panel
Electrolyte Panel
Urinalysis

ex
Date of Birth —

Laboratory

Qy &

Chief Complaint
Family History
Vital Signs
Blood Pressure
Pulse
Temperature
Medications
Allergies
Disease History
Nurse & Clinican Notes

Sample Collection
Date

Stained Samples
Genetic Marker(s)
Pathology Diagnosis
Secondary Findings

Pathology




= Structured: labs,

medications, etc.

Semi-structured:
smartforms,
radiology

Wei-Qi, W. & Denny, J.C. Genome Medicine, 2015.

EHR data structure

NLP Tools

Required

Impressions, echo =

reports

Unstructured:
clinical notes

Note: It does not
have all datal

( Diagnosis codes "Problem lists:
-— Medications known to be
Fake ID ENTRY_DAT CODE prescribed.
Keppra 750 mg 1/2 tab qam
34068 5/13/2001 41.85 and pm
Dexilant 60 mg by mouth daily
37660 8/6/2002 79.99 aspiin 325 mg 1 tablet by
40680 003 mouth daily
L — 7859 clopidogrel 75 mg tablet 1
5/14/2003 12 tablet by mouth daily
7/9/2004 n7ze - Known adverse and allergic
drug reactions.
Sulfa Drugs
Lab tests -— known significant medical
diagnoses:
Fake ID TEST ENTRY DAT VALU Seizure disorder
Aneurysm
3536 pO2 1/23/1996 314 Heartbun
72921 LDL 2/5/1996 34 — Known significant
102460 pCO2 1/26/1996 45 operative and invasive
procedures.
135043 HDL 1/25/1996 35 2003 Appendectomy
2005 Stents put in **DATE
135432 MonAb 1/24/1999 ' [Aug2905)

0.16

" Clinical notes

EXAM. BILATERAL DIGITAL SCREENING
MAMMOGRAM WITH CAD, **DATE[Mar 16 01]):
COMPARISON: **DATE[Jul 01 01]
TECHNIQUE: Standard CC and MLO views of
both breasts were obtained. FINDINGS: The
breast parenchyma is heterogeneously dense.
The pattern is extremely complex with
postsurgical change seen in the right upper outer
quadrant and scattered benign-appearing
cakification seen bilaterally. A possible
asymmetry is seen in the superior aspect of the
left breast. The parenchymal pattem otherwise
remains stable bilaterally, with no new distortion
or suspicious cakifications. IMPRESSION:
RIGHT. No interval change. No current evidence
of malignancy.. LEFT. Possble developing
asymmetry superior aspect left breast for which
further evaluation by true lateral and spot
compression views recommended. Ultrasound
may also be needed.. RECOMMENDATION.
Left diagnostic mammogram with additional
imaging as outlined above.. A left breast
ultrasound may also be needed. BI-RADS
Category 0. Incomplete Assessment - Need
additional imaging evaluation. IMPRESSION.
RIGHT. No interval change. No current evidence

| of malignancy....

Structured

Semi-structured
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Types of research using EHRs?

= Characterize co-morbidities & epidemiological trends
» |dentify disease sub-phenotypes

= |dentify unknown drug adverse events

* Find symptom clusters

* Predict medication response

» Anticipate disease flare-ups

» Guide triage decisions

* Track treatment progression and sequelae

= Couple with other patient data modalities: genetics,
Images, notes, biosignals, etc.

+ countless more...



Example: Identifying temporal
disease trajectories (1/4

Data: The entire spectrum of diseases covering 14.9
years of EHR data on 6.2 million patients

a Malignant
Hyperplasia neoplasm Other diseases Anaemia in other
of prostate  of prostate of spinal cord chronic diseases

~ —
ﬁ40l13959& 369 @_ 57 —663
~ . Secondary malignant
neoplasm of other sites

— ~N
{‘MOHBQSQ&_V/]ZAL 261 [ 63

{l;(\)\l13959& 635 _{l:(;l 135 &

Obstructive uropathy

—~ —~ =
(l40l13959$ 635 dms— 119 drosa
Hyperplasia Malignant : Anaemiarin other
of prostate  neoplasm chronic diseases
of prostate
b Other diseases
of spinal cord
Secondary
malignant
Hyperplasia neoplasm of

other sites

g ——>E5" 69— 63

Malignant Anaemia in other
neoplasm — chronic diseases

of prostate N13

of prostate

Obstructive uropathy

Number of patients:

1,000 10,000 100,000

Figure 2 | Disease trajectories and trajectory-cluster for prostate cancer.
The figure illustrates the transition from trajectories to a trajectory cluster.
Each circle represents a diagnosis and is labelled with the corresponding
ICD-10 code. The colours represent different ICD-10 chapters. The
temporal diagnosis progression goes from left to right. (@) All trajectories
that contribute to the prostate-cancer cluster. The number of patients,
who follow the trajectory until a given diagnosis, is given in the edges.
(b) The prostate cancer trajectory cluster that represents all the
trajectories. The width of the edges corresponds to the number of patients
with the directed diagnosis pair from the full population. The cluster
describes a normal progression from having hyperplesia of prostate
diagnosed to having prostate cancer, cancer metastasis and anaemia.

Jensen et al., Nature Communications, 2014
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Example: |dentifying temporal
disease trajectories (2/4)

1.Analyze temporal co-morbidity:
= From the full data set, identify pairs (D1->D2) of diagnoses where
D2 occurs within a 5-year time frame of D1
= Test pairs for significant directionality: |dentify those where a

significantly higher number of patients had D1 occurring before D2
compared with the opposite direction or in the same admission

» This analysis yielded 1,171 four-long diagnosis trajectories

2.Cluster trajectories:

= Objective: Cluster trajectories that have large diagnosis overlap
and represent variants of general patterns of disease progression.

» Cluster trajectories based on which diagnoses they share

= Use Markov clustering to assign each diagnostic code to a cluster

= Use the Jaccard index as a similarity measure: Count how many
trajectories both diagnoses are part of and normalize by the total
number of trajectories either is part of

= Combine trajectories with all diagnoses within the same cluster into
directed trajectory clusters in which the patterns can be examined

Jensen et al., Nature Communications, 2014



Example: Identifying temporal
disease trajectories (3/4)

» Clustering identified 15 clusters:

* The five largest clusters covered 46, 25, 12, 9, and 8
diagnoses each

= Each is a group of patterns centered on a small
number of key diagnoses, which are central to disease
progression and important to diagnose early to
mitigate the risk of adverse outcomes

* The five largest clusters were enriched for:
» Diseases of the prostate
= Chronic obstructive pulmonary disease
Cerebrovascular disease
Cardiovascular disease
Diabetes mellitus

Jensen et al., Nature Communications, 2014



Example: Identifying temporal
disease trajectories (4/4)

Cardiovascular cluster: Gout is a central diagnosis in

the cardiovascular cluster, supporting evidence that
gout is important to progression of cardiovascular
diseases

Iron deficiency anaemia

bso

Other peripheral Myelodysplastic
vascular diseas;s/ Other anaemias ~ syndromes
-
738 664 @

Bronchiectasis

Other rheumatoid
arthritis

Acute Sequelae of cerebro-
@ myocardial 64?

vascular disease \ /
infarction Pneumonia due to
Chron:c @ @ Haemophilus
) ischaemic = influenzae
Other systemic heart disease i i
involvement of

connective tissue

Angina
pectoris
@_Atnal fibrillation

and flutter

Cardiac arrest

: Heart Bacterial
Gastits and failure neumonia Other disorders of fluid,
duodenitis s D! E) g
'Y 87 electrolyte and acid-base
662 Acute post- balance
“5 haemorrhagic ( é;s\
Complicat p S anaemia

0:5;222222; Other Hypertensive Volume
noninfective heart disease  depletion
gastroenteritis 1,000 10,000 100,000
and colitis Number of patients: ———MM8 — —————— — - -

Jensen et al., Nature Communications, 2014
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Goals of ML for healthcare
using EHR

CENTRAL ILLUSTRATION: Role of Artificial Intelligence in Cardiovascular

Medicine
Population
.

Research and cl
Development wNea
)

4

Optimized
Resource Allocation

O

Novel Therapeutic Al-aided Therapy
Agent Discovery Diagnosis Selection

Il

Intelligence

Continuous
Remote Monitoring
and Diagnostics

Precision
Disease Stratification

*Mt’tk Integration Extension of

Physician Effici
of Multi-omic Data yi'ﬁ:?'éfﬁmc;c':"cy

Johnson, K.W. et al. J Am Coll Cardiol. 2018;71(23):2668-79.
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Typical ML workflow for EHR data

= Gather (identify relevant feature)

= QC values (wrong unit?)

» Check for/address missingness

» Phenotype and design cohort

= Define outcome (label) and study period
= Use relevant ML techniques

» Pre-process data to fit the ML technique
» Refine and repeat

Johnson et al., JACC, 2018



.—>

&3 Experimental

« Cell Lines

» Animal Models
» Histology

* Clinical Trials

§ Environmental

» Weather

« Air Quality

» Toxins

* Pollutants

« Census Data

d; ))) Wearables

» Smart Phone Apps
« Biomedical Devices
« Fitness Devices

« Biosensors

Data Sources

\)Q(\ Biological

* Genome

* Gene Expression

* Protein Expression
» Epigenome

* Microbiome

Q.‘ Clinical
« Family History
« Vital Signs
« Laboratory Tests
» Medications
« Disease History
« Surgical History
« Clinician Notes

Feature
Engineering

« Formatting

« Cleaning

« Normalization

« Scaling
 Unsupervised Learning
* Deep Learning

:

Machine Learning
Algorithm Selection

* Regression - _ _

« Decision trees -~ __~~_
~s.g Ensemble

, ::/:,;. Methods

» Support
Vector machines - -~~~

-

« Neural networks -~~~

-
-,

« Deep Learning -~

Typical ML‘wojrkrow for EHR data

Poy o Model H—
A lec())dc:rlI - @ Evaluation/ —ll-
evelopme @ -— Prediction B

 Parameter Tuning
« Feature Selection
* Error Analysis
Johnson et al., JACC, 2018
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 Optimization
« Cross Validation
« Decision Process

New Observations



Outline for today’s class

J Al/ML for precision medicine

¢ What are EHR data useful for?

3. Limitations & biases of EHR data

@ ighlights of ML on EHR data:

= Polypharmacy and adverse drug events
= Modeling disease progression




What is a disease?

» A disease is not easily defined in EHRS!

= Many ways in which a disease can be represented
(and often wrong)

= Phenotyping algorithms and standardized concepts
to the rescue: accurately identify patients with a
specific observable trait from imperfect EHR data




How well do various data types
define a disease? (1/3)

» Goal: Evaluate phenotyping performance of major EHRs
= Diagnosis codes
» Primary notes
= Medication lists

= Approach:

= Select ten diseases: atrial fibrillation, Alzheimer’s disease, breast

cancer, gout, human immunodeficiency virus infection, multiple
sclerosis, Parkinson’s disease, rheumatoid arthritis, and T1D/T2D

» For each disease, classify patients into seven categories based on
the presence of evidence for disease in a) diagnosis codes, b)
primary notes, and c) specific medications

= For each disease, select 175 patients for manual chart review

= Use review results to estimate positive predictive value (PPV) for
each EHR data type alone and in combination

Wei et al., JAMIA, 2016



How well do various data types
define a disease? (2/3)

= PPV is the ratio of patients that truly have the disease according to manual
chart review to all patients who had been identified as having the disease

=  PPVs on single data types were inadequate for accurate phenotyping (0.06-0.71)
= Using two or more ICD codes improved the average PPV to 0.84

Positive prediction values of various categories based on chart review results

Disease ICD-90nly PNOnly MedsOnly ICD-9+Meds ICD-9+PN Meds+PN ICD-9+both ICD-9 Meds PN =21CD-9s =2 Components
AFIB 0.52 0.72 0.08 0.72 1.00 1.00 1.00 0.72 0.35 0.96 0.88 0.84
Alzheimer's 0.28 0.20 0.00 0.80 0.88 0.92 0.88 0.69 0.40 032 0.74 0.88
Breast CA 0.12 0.72 0.04 0.88 0.96 1.00 1.00 0.45 0.81 0.84 1.00 0.97
Gout 0.56 0.84 0.00 0.92 1.00 1.00 1.00 0.81 0.69 091 0.93 1.00
HIV 0.52 0.00 0.00 0.92 0.84 0.88 1.00 0.81 0.69 0.20 0.89 0.95
MS 0.20 0.08 0.12 0.88 0.88 0.88 1.00 0.78 0.93 041 0.86 0.94
Parkinson 0.48 0.16 0.04 0.84 1.00 0.88 0.96 0.89 0.87 0.33 0.94 0.98
RA 0.36 0.20 0.00 0.64 0.76 0.88 0.84 0.68 0.73 0.27  0.77 0.78
T1DM 0.28 0.12 0.04 0.16 0.92 0.84 0.76 0.59 0.49 045 0.62 0.91
T2DM 0.36 0.68 0.24 0.60 0.80 1.00 0.84 0.65 0.65 0.80 0.73 0.81
Average 0.37 0.37 0.06 0.74 0.90 0.93 0.93 0.71 0.66 0.55 0.84 0.91
Standard Deviation  0.15 0.32 0.08 0.23 0.09 0.06 0.09 0.13 0.20 029 0.12 0.08

: Wei et al., JAMIA, 2016
PN y prl mary notes Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical Al 24



How well do various data types
define a disease? (3/3)

= Multiple data types provide a more consistent and
higher performance than a single one

= Use multiple EHR data types for disease
phenotyping

rial Fibrillation
1
Primary Not -

nnnnnnn

Wei et al., JAMIA, 2016
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External replication is nhecessary
but not easy to facilitate

EPIC Cerner
f ] fia O

Original Site Replication Site




It Is challenging to capture health

state from EHR

Break down

Name
Address

Patient Visit

Complete Blood Count
Hemoglobin A1C

Chemistry Panel
Full Blood Panel
Metabolic Panel
Electrolyte Panel
Urinalysis

Reconstruct -

-

-~
-~ -
-~ -
-~ -
-~ -
LT -
——————

Sex
Date of Birth
Ethnicity
Race
Religion
Insurance

Demographics

48

Tissue Type
Sample Collection
Date

Stained Samples
Genetic Marker(s)
Pathology Diagnosis
Secondary Findings

Chief Complaint
Family History
Vital Signs
Blood Pressure
Pulse
Temperature
Medications
Allergies
Disease History
Nurse & Clinican Notes

Encounter

CT Scans
X-ray
Ultrasound

MRI

Radiologist Report
Secondary Findings

Laboratory

Patient

Pathology

EHR

Radiology



ML models can learn the wrong
iInformation

RESEARCH

288 orenaccess - Biases in electronic health record data due to processes within

the healthcare system: retrospective observational study

Denis Agniel," Isaac S Kohane,*? Griffin M Weber'

RESULTS

The presence of a laboratory test order, regardless
of any other information about the test result, has
a significant association (P<0.001) with the odds of
survival in 233 of 272 (86%) tests. Data about the
timing of when laboratory tests were ordered were
more accurate than the test results in predicting
survival in 118 of 174 tests (68%).

CONCLLISIONS

Healthcare processes must be addressed and
accounted for in analysis of observational health data.

Ithout careful consideration to context, EHR data are
unsuitable for many research questions. However, if
explicitly modeled, the same processes that make EHR
data complex can be leveraged to gain insight into
patients’ state of health.

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical Al
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Fig 4 | White blood cell count by hour of the day. Note

that (b) was smoothed using a three point running
average
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ML models can “cheat” (1/3)

= Objective: Hip fractures are a leading cause of death
and disability among older adults

» Most commonly missed diagnosis on pelvic radiographs
» Delayed diagnosis leads to higher cost & worse outcomes

Deep learning predicts hip fracture using confounding
patient and healthcare variables

Marcus A. Badgeley, John R. Zech, Luke Oakden-Rayner, Benjamin S. Glicksberg, Manway Liu, William

Gale, Michael V. McConnell, Bethany Percha, Thomas M. Snyder & Joel T. Dudley

= Data: Collect 23,602 hip radiographs from 9,024
patients, patient and hospital process EHR data:
= Prevalence of fracture is 3% (779/23,602)

» Patients with fractures were more likely to report a recent fall
and less likely to report pain

= Features: image (IMG), disease (fracture) class, 5 patient
(PT) features, 14 hospital process (HP) features

Badgeley et al., NPJ Digital Medicine, 2019
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ML models can “cheat” (2/3)

* ML model: Train a neural network on radiographs to
classify fracture

» Results: Fracture is predicted:
= Moderately well from the IMG data alone (AUC=0.78)
= Better when combining IMG + PT (AUC=0.86)
= Better when combining IMG + PT + HP (AUC=0.91)

* Follow-up analysis:

= Test ML model whether it can directly detect fracture
versus indirectly predict fracture by detecting confounding
variables associated with fracture

= On a test set with fracture risk balanced across PT and HP

variables, fracture detector is no better than random
(AUC=0.52)

Badgeley et al., NPJ Digital Medicine, 2019
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ML models can “cheat” (3/3)

o On test Set With fracture riSk a Technician A —,;—if': b
balanced across PT and HP | i -
features, fracture detector is el Tl 2
no better than random e
(AUC=0.52) Fvaivied [
= Confounding variable (e.g., time g reomeree) B
since prior lab order, or which g concer||
scanner in a hospital is used to W | v c g
acquire a radiograph) is associated Ordor Wookday || —Heng — -
i Radiation Dose { ===t =
Wlth both: Pain A 4!.‘
= Explanatory variable (acuity of a o | Mgy )
patient’s illness, or a patient’s clinically — = d .3
predicted risk of fracture) - e Rt POV 32
= Outcome (mortality, or the likelihood i i
of a radiograph’s pixels containing i o RO 5
patterns suggestive of fracture) Tl o T L e L

@

Badgeley et al., NPJ Digital Medicine, 2019
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Limitations & biases of EHR

» Diseases are not easily defined in EHRS!

= External replication is not easy to facilitate

= |t is challenging to capture health state from EHR

= ML algorithms can learn the wrong information

= ML algorithms can “cheat”

= ML algorithms can fail on other patient populations

= Bjased real-world data can lead to real-world
conseguences

Ben Glicksberg, Mount Sinai



Fine print of using EHRs

In USA (and elsewhere), the healthcare is fragmented and EHRs do not
extend beyond specific health system

EHRs capture only data that is entered and how it is entered: “Garbage
in, garbage out”

EHR systems are messy, redundant, incomplete, heterogenous,
erroneous, etc.

Interfacing with EHR data is challenging and requires domain expertise
Biases are propagated through!

Poorly encoded key information: i.e., social determinants of health
The “missing phenome”

Diagnosis Follow-up Medication switch

Glicksberg*, Johnson*, and Dudley: Human Molecular Genetics (2018)
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Quick Check

https://forms.gle/N85jAcUVPuBFyG3U8

BMI 702: Biomedical Artificial
Intelligence

Foundations of Biomedical Informatics Il, Spring 2024

Quick check quiz for lecture 2: Introduction to Al on clinical datasets

Course website: https://zitniklab.hms.harvard.edu/BMI702

* Indicates required question

First and last name *

Your answer

Harvard email address *

Your answer

Give an example of inferential gap in clinical decision making *

Your answer

Select one EHR-based research project from slide 13 and briefly describe howa *
typical ML workflow (slide 19) for the project would look like

Your answer

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical Al


https://forms.gle/N85jAoUVPuBFyG3U8

Outline for today’s class

J Al/ML for precision medicine

¢ What are EHR data useful for?

jimitations & biases of EHR data

4. Highlights of ML on EHR data:
Polypharmacy and adverse drug events

é: Modeling disease progression




Polypharmacy

Patients take multiple drugs to treat
complex or co-existing diseases

(0
46 A) of people over 65 years take more than 5 drugs
Many take more than 20 drugs to treat heart diseases, depression or cancer
15% - -
O of the U.S. population affected by unwanted side effects

Annual costs in treating side effects exceed $1 77 billion in the U.S. alone

Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018
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FDA adverse event reporting

&

Report ID:
Reporting date:
Medications:
Adverse events:
Severity vector:
Patient profile:

Age:

Sex:

Weight:
erorter qualification: )))/

p2Y U.S. FOOD & DRUG

ADMINISTRATION




(hypothetical scenario)

Unwanted side effects

The FDA Adverse Event Reporting System (FAERS)

Drugs taken Unwanted side effects

. Peliosis hepatis (0.2%), Heart rate increased (0.5%), Aortic
aneurysm (0.1%)

Joint stiffness (3%), Joint swelling (1%), Bone marrow
O fibrosis (0.01%)

Anaemia (1%), Bone marrow fibrosis (0.5%), Intestinal ulcer
(0.001%)

Anaemia (1%), Bone marrow fibrosis (0.1%), Intestinal ulcer
(0.01%), Joint stiffness (3%), Joint swelling (1%)

Peliosis hepatis (0.2%), Heart rate increased (0.5%), Aortic
. . aneurysm (0.1%), Joint stiffness (3%), Joint swelling (1%),
Bone marrow fibrosis (0.01%)
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(hypothetical scenario)

Unwanted side effects

The FDA Adverse Event Reporting System (FAERS)

Drugs taken Unwanted side effects

. Peliosis hepatis (0.2%), Heart rate increased (0.5%), Aortic
aneurysm (0.1%)

Joint stiffness (3%), Joint swelling (1%), Bone marrow
& fibrosis (0.01%)

Anaemia (1%), Bone marrow fibrosis (0.5%), Intestinal ulcer
(0.001%)

Anaemia (1%), Bone marrow fibrosis (0.1%), Intestinal ulcer
(0.01%), Joint stiffness (3%), Joint swelling (1%)

Peliosis hepatis (0.2%), Heart rate increased (0.5%), Aortic
. ‘ aneurysm (0.1%), Joint stiffness (3%), Joint swelling (1%),
Bone marrow fibrosis (0.01%)
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(hypothetical scenario)

Unwanted side effects

The FDA Adverse Event Reporting System (FAERS)

Drugs taken Unwanted side effects

. Peliosis hepatis (0.2%), Heart rate increased (0.5%), Aortic
aneurysm (0.1%)

Joint stiffness (3%), Joint swelling (1%), Bone marrow | __-
& fibrosis (0.01%)

Anaemia (1%), Bone marrow fibrosis (0.5%), Intestir7 /\

(0.001%)

Anaemia (1%), Bone marrow fibrosis (0.1%), Intesti({al4ulcer
(0.01%), Joint stiffness (83%), Joint swelling (1%), Colon
‘ cancer (0.1%), Fatigue (2%)

Peliosis hepatis (0.2%), Heart rate increased (0.5%), Aortic
. ‘ aneurysm (0.1%), Joint stiffness (3%), Joint swelling (1%),
Bone marrow fibrosis (0.01%)
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Unexpected drug Interactions

Co-prescribed drugs Side Effects

A
Task: How likely will a particular
combination of drugs lead to a

particular side effect?

'y § ®»‘

3% 2%
prob. prob.

Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018
Marinka Zitnik - . - - Bi i
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Why is modeling
polypharmacy a hard problem?

Combinatorial explosion

= >13 million possible combinations of 2 drugs :‘ o
= >20 billion possible combinations of 3 drugs o/ : "
Non-linear & non-additive interactions  E¥ EY X
= Different effect than the additive effect of individual drugs
. RY X P
Small subsets of patients it
» Side effects are interdependent ! ‘i‘*? T
= No info on drug combinations not yet used in patients T%T*Ti‘ "I,w\ij.
. ’i‘*
L

Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018
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Polypharmacy dataset

Objective: Capture molecular, drug, and patient data for
all drugs prescribed in the U.S. Drug-drug

Dataset:

» 4,651,131 drug-drug edges: Patient data from adverse
event system, tested for confounders [FDA] ,
Drug-protein

= 18,596 drug-protein edges Lr—0O
= /19,402 protein-protein edges: Physical, metabolic enzyme-
coupled, and signaling interactions Protein-protein

» Drug and protein features: drugs’ chemical structure, O—0O
proteins’ membership in pathways

Iy

Gives polypharmacy network with over 5 million edges

separated into 1,000 different edge types

Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018
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Polypharmacy dataset

Objectiy g
all drug Drug-drug
A uniqu .
2
= 4,8
eve :
18 Drug-protein
|
. 714 a :
COL " :
. A Druig Protein Protein-protein
r1 Gastrointestinal bleed side effect &——@ Drug-protein interaction O_O
pra '> Bradycardia side effect O—O Protein-protein interaction

Gives polypharmacy network with over 5 million edges

separated into 1,000 different edge types

Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018
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Overall ML approach

A Drug © Protein
r1 Gastrointestinal bleed side effect A—@ Drug-protein interaction
2 Bradycardia side effect ©—O Protein-protein interaction

Two main stages:

1.
2.

Learn an embedding for every node in polypharmacy dataset

Predict a score for every drug-drug, drug-protein, protein-
protein pair in the test set based on the embeddings

Simvastatin

[
'? I'2 (breakdown of muscle tissue)

{ Example: How likely will
Simvastatin and Ciprofloxacin,
when taken together, break
down muscle tissue?

Ciprofloxacin

Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018
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Approach: Graph neural network

Node v

d-dimensional
embedding space

Input 4 (8>

Decagon’s GNN approach

Map nodes to d-dimensional embeddings such that nodes with
similar network neighborhoods are embedded close together

Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018



Graph neural networks

» Encoder: Multiple layers of nonlinear transformation of
graph structure

Graph Regularization, Graph
convolutions e.g., dropout convolutions

o
&
K

S

Activation
function

/

Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018
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Graph neural networks

= |ntuition;

= Each node’s neighborhood defines a
computational graph

= (Generate node embeddings based on local
network neighborhoods

= Neighborhood aggregation:
Neural networks —

TARGET NODE

l

INPUTGRAPH o a X4

» Model can be of arbitrary depth
= Nodes have embeddings at each layer Layer O
= Layer O embedding of node u is its input features X,

= Basic neighborhood aggregation approach: Average information from
neighbors and apply a neural network
Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018
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Basic GNN approach

Regularization, Graph
e.g., dropout convolutions
%
6@

eO

J Activation
function

Initial O-th layer embeddings .
— are equal to node features Prévious layer
embedding of v

h" = +Byhf ] vEe{1,.. K}
Zy = hff \Average of neighbor’s

previous layer embeddings
\ Embedding after K Non-linearity
layers of neighborhood  (e.g., RelLU)

aggregation

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical Al 49



Apply Decagon’s GNN to
the polypharmacy dataset

E.g.: How likely will Simvastatin and Ciprofloxacin,
when taken together, break down muscle tissue?

Simvastatin

]

’? I’2 (breakdown of muscle tissue)

|

Ciprofloxacin

Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018
Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical Al



Results: Polypharmacy side effect
prediction

5 0.725 0.731

0.9 0.834
0.8

0.7
0.6
0.5
0.4
0.3
0.2
0.1

0.693 0.70

0.643

0.567

0.476

AUROC AP@50
B Decagon
O RESCAL Tensor Factorization [Nickel et al., ICML'11]
@ Multi-relational Factorization [Perros, Papalexakis et al., KDD'17]
O Shallow Network Embedding [Zong et al., Bioinformatics'17]

Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018
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Polypharmacy side effect prediction

Approach:
1) Train deep model on data generated prior to 2012

2) How many predictions have been confirmed after 20127
Rank|Drug Drug Side effect Evidence found

1 |Pyrimethamine Aliskiren Sarcoma T

2 |Tigecycline Bimatoprost ~ Autonomic 1

3 |Telangiectases Omeprazole Dacarbazine / \

4 |Tolcapone Pyrimethamine Blood brain

Case Report radache

Severe Rhabdomyolysis due to Presumed Drug Interactions
between Atorvastatin with Amlodipine and Ticagrelor

[Anap~_ — Azelaic acid  Cerebral thrombosis

ular acidosis

Atorvastatin  Amlodipine Muscle inflammation
Aliskiren Tioconazole Breast inflammation
Estradiol Nadolol Endometriosis

Modeling Polypharmacy Side Effects with Graph Convolutional Networks, Bioinformatics, 2018



Where do we go from here?

= Adverse events from medications accounted for
over 110,000 deaths in the US alone in 2019

* |t remains largely unknown:

= How a nationwide pandemic (such as COVID-19) can
Influence patient safety

» \WWhat inequalities in patients are exacerbated more
than expected had the pandemic not occurred
= Dependencies between aspects of the pandemic,
drug effects, and patient characteristics create
additional challenges for understanding patient
safety during a public health emergency

Population-scale identification of differential adverse events before and during a pandemic, Nature Computational Science, 2021



Variation of adverse events
across patient groups

» Substantial variation in adverse events before and during

the pandemic:
= Among 64 adverse events identified by our analyses, 54 have

increased incidence rates during the pandemic, even though
adverse event reporting decreased by 4.4% overall relative to 2019

Pneumonia .
Pneumonia
Pain in extremity Pain in extremity
Pyrexia Pyrexia
L
Hypotension 3 i
< Hypotension
. Insomnia Urinary tract infection

. Insomnia

Gait disturbance

- Hypertension
Pain in jaw
Hypoxia

=== Pulmonary hypertension
Fluid overload

Urinary tract infection
Gait disturbance

[ Hypertension
Pain in jaw
Hypoxia
Fluid overload .
=== Pulmonary hypertension
Melanocytic nevus
Dizziness postural

Young Elderly

2
=
[}
=
w
(=)}
(=4
=1
o
>_

Melanocytic nevus
~~ Dizziness postural

Before pandemic During pandemic

Population-scale identification of differential adverse events before and during a pandemic, Nature Computational Science, 2021
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Variation of adverse events

across patient groups
Adverse events whose reporting frequency has changed relative to pre-
levels tend to be reported considerably more often than expected:

IC

pandem

pandemic, across all ages

Pre-pandemic gender differences are exaggerated during the pandemic

Women suffer from more adverse events than men relative to pre

Anxiety and insomnia were disproportionately increased in women and elderly

Elderly

All patients
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Outline for today’s class

J Al/ML for precision medicine

¢ What are EHR data useful for?

jimitations & biases of EHR data
4. Highlights of ML on EHR data:

= Polypharmacy and adverse drug events

g- Modeling disease progression



Prognosis: \Where Is a patient in thelir
disease trajectory? When will the disease
progress? How will treatment affect
disease progression?

Disease burden

Undiagnosed o=~
condition _ -~ T ,
-~ Time

-— o —

Predicted risk of developing disease or predicting outcome Example. Mu Itiple myeloma

» Rare blood cancer
Standard practice

Undiagnosed patient Predicted condition > M M RF COM M paSS Stu dy haS
~1000 patients

David Sontag, MIT



Descriptive: What does a typical
trajectory look like?

Disease burden

Undiagnosed -

condition -~ h .
e Time

-_— = =

e

|
Example: Parkinson’s
» Progressive nervous system disorder

» Affects 1in 100 people over age 60

» PPMI dataset follows patients across time

David Sontag, MIT



Clinical symptoms associated with
Parkinson’s disease progression

Prodromal Early-stage Mid-stage Late-stage
Parkinson disease Parkinson disease Parkinson disease Parkinson disease
Onset Diagnosis Institutionalization C
A of motor of Parkinson |
symptoms disease

Postural instability
and gait disorder
Bradykinesia

Rigidity

Dyskinesias Axial
Tremor Y deformities

Degree of disability

REM CDepression ) (Anxiety) Excessive Mild cognitive Orthostatic
sleep daytime impairment hypotension
behaviour (Constipation)(Hyposmia) sleepiness

disorder

(rovue) (dooty ) [ vy
[Psychotic symptoms ]
)

(visual hallucinations

() Motor symptoms

D Non-motor symptoms

\ 4

Time (years)

[Poewe et al., Parkinson’s disease. Nature Reviews Disease Primers, 2017]



Subtyping: Can we re-define the
disease altogether?

/-» Subtype A: Short-term responder
1

=

— o w—

Subtype B: Non-responder

/—'h\
-~ -

-
-

S Time




Cluster 4
20%

Baseline
motor
Tremor Dominant =
Baseline
Most non-motor

Cluster 1
31%

unilateral

Levodopa
response

Prominent
Hyposmia
Hypotension
Cognitive
Impairment

More gait
and

osture B
P Motor Progression

problems
Intermediate

Intermediate

Intermediate

Higher Marked
medication \ poor well-being
Sleep disturbance
Cluster 3
0 Better than average
2 1 A) motor grade e Better than
average
More unilateral
disease
Cluster 2

29%

[Lawton et al., Developing and validating Parkinson’s disease subtypes and their
motor and cognitive progression. J Neurol Neurosurg Psychiatry, 2018]
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Predicting disease progression in
Alzheimer’s disease

Extreme Shrinkage of

Cerebral Cortex : o
Enlarged

gii s

n

Extreme
Shrinkage of
Hippocampus

Entorhinal
Cortex

[Image credit: Wikipedia; "Alzheimer's Disease Education and Referral Center, a service of the
National Institute on Aging.”]
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Disease status
quantified by
cognitive score
(continuous valued)

Name:

MINI MENTAL STATE
EXAMINATION
(MMSE)

DOB:

Hospital Number:

DATE:

One point for each answer

ORIENTATION

...... 5 vy 3 il D
Year Season Month Date Time / / /
Country Town District Hospital Ward/Floor | ... 15 | sessvin /5 | s /5
REGISTRATION
Examiner names three objects (e.g. apple, table, penny) and asks the /3 /3 /3
patient to repeat (1 point for each correct. THEN the patientlearns | ~ ~ ~ | 7~ | 77
the 3 names repeating until correct).
ATTENTION AND CALCULATION
Subtract 7 from 100, then repeat from result. Continue five times: | ... 15 | sanns £S5 | s /5
100, 93, 86, 79, 65. (Alternative: spell “WORLD” backwards: DLROW).
RECALL , I P /3| wd3 |t
Ask for the names of the three objects learned earlier.
LANGUAGE T T L [ {2 | s 2| ssiss /2
Name two objects (e.g. pen, watch).
Repeat “No ifs, ands, orbuts”. | . 7 (o - FL. | ovsess /1
Give a three-stage command. Score 1 for each stage. (e.g. “Place /3 /3 /3
index finger of right hand on your nose and then on your leftear”). | ™~ | ™™= | ="
Ask the patient to read and obey a written command on a piece of /1 /1 /1
paper. The written instruction is: “Close youreyes”. | 777 | 7= o
Ask the patient to write a sentence. Score 1 if it is sensible and has a /1 /1 /1
sbleciandaved: | = | e [ e
COPYING: Ask the patient to copy a pair of intersecting pentagons
...... [L | waad L | sl d
TOTAL: ieis] 0 [asaoss /30, | /30

MMSE scoring

24-30: no cognitive impairment
18-23: mild cognitive impairment
0-17: severe cognitive impairment

Marinka Zitnik - marinka@hms.harvard.edu - BMI 702: Biomedical Al




Patient dataset: 371 features

MRI scans (white matter parcellation volume, etc.) +

Demographic| age, years of education, gender

Genetic ApoE-e4 information

Baseline MMSE, ADAS-Cog, ADAS-MOD, ADAS sub-

cognitive scores, CDR, FAQ, GDS, Hachinski, Neu-

scores ropsychological Battery, WMS-R Logical
Memory

Lab tests RCT1, RCT11, RCT12, RCT13, RCT14,

RCT1407, RCT1408, RCT183, RCT19,
RCT20, RCT29, RCT3, RCT392, RCT4,
RCT5, RCT6, RCTS

Zhou et al., KDD’12
itnik - m ms.harvard.edu - BMI 702:

Biomedical Al



Progression of Alzheimer’s

= Goal: Predict disease status in 6, 12, 24, 36,
and 48 months

» Five different regression tasks?

= Challenge: data sparsity
= Jotal number of patients is small
= | abels are noisy
= Due to censoring, fewer patients at later time points

Zhou et al., KDD’12



Predicting disease progression in
Alzheimer’s disease

= Goal: Predict disease status in 6, 12, 24, 36,
and 48 months

= Approach:
» Five regression tasks: M0O6, M12, M24, M36, M487

= Challenge: Small sample size

Number of patients M months after baseline
(Alzheimer’s Disease Neuroimaging Initiative)

MO6 M12 M24 M36 M48
648 642 069 389 87

MO6 = 6 months after baseline

Zhou et al., KDD’12



Approach: Multi-task learning

= Goal: Predict disease status in 6, 12, 24, 36, and
48 months

» Rather than learning 5 independent models, we
can formulate the problem as multi-task learning:

= Select a common set of biomarkers for all time points

= Allow for specific set of biomarkers at different time
points = candidate disease state biomarkers

* Encourage temporal smoothness in models when
making predictions for neighboring time points

Zhou et al., KDD’12



Approach: Fused sparse
group lasso

e Simultaneouslylearn all 5 models by solving the

Feature importance values: Weight Pization problem:

matrix that we want to learn

Ny
min L(W) + A [[W]], + Aa

RWT|| +2s W,

e Squaredloss: L(W) = ||S® (XW —Y)|>

(S is a mask to account for lab ingins Ground-truth

Matrix of patient features, demographics, outcomes

genetics, cognitive scores, lab tests

* Group Lasso penalty " 2,1 given by >i—, \/Zﬁ-zl Wi
e R= >

1-1
1

-1
1-1

Zhou et al., KDD’12
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Approach: Sparse group lasso

G, G, G, G, Gs
MENE N e
- - Group Lasso
[I .:- Sparse Group

Lasso

= “Fused” version of lasso penalizes the norm of both
the coefficients and their successive differences

* |t encourages sparsity of the coefficients and sparsity of
their differences —Ilocal constancy of the coefficient profile

Zhou et al., KDD’12
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Averaged results across
five time points

Baseline — Temporal smoothing helps!
ndependent ), =20 A2 = 50 A2 = 100
regressors

Ridge cFSGL1 cFSGL2 cFSGL3

Target: MMSE

nMSE 0.548 £0.057 0.428+0.052 0.400 4+ 0.053 0.395 £ 0.052
R 0.689 £0.030 0.7724+0.030 0.790+0.032 0.796 = 0.031

NnMSE — normalized mean squared error. Smaller is better
R —average R? (correlation coefficient). Larger is better

mv‘i/nL(W) + A [W|; + A2 ||RVVT||1 + A3 [|[W]|, 4

Zhou et al., KDD’12
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Predictive importance of
features vary across time

MO06
M12

M24

(a) Target: ADAS-Cog (25 stable features)

Zhou et al., KDD’12
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Outline for today’s class

J Al/ML for precision medicine

¢ What are EHR data useful for?

jimitations & biases of EHR data

4. Highlights of ML on EHR data:

¢ Polypharmacy and adverse drug events
= Modeling disease progression




