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Medicine in the age of generative AI

Generative AI is changing the 
way science is done

AI

Generative AI to
design biomolecules

AI is used to augment research, providing insights that might 
not have been possible using traditional methods alone

Therapeutic matching

Binding of novel drugs to 
therapeutic targets 
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“Generate drug 
candidates for the 
SARS-CoV-2 3CL 
protease.”

…
Can we transform drug 
discovery with Generative AI？

The era of AI-generated content



Generative AI 
models for drug 

design



Represented as 
graphs

• In structure-based drug discovery, molecule/protein data can be represented as graphs
• Graph generative models typically encode graphs into latent vectors for downstream tasks
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3D molecule

protein

Encoding

Latent 
vectors

Generative 
models Ø Small molecule drugs 

     (FLAG, DrugGPS)
Ø Antibody, Enzymes
     (FAIR)
Ø ......

Generative models for molecules and proteins



Early success of generative AI in drug design

Inside the nascent industry of AI-designed drugs, Nature Medicine 2023



Pocket sequence-
structure co-design

Full-atom structure including sidechains

Pocket residue type sequence: MTREIALE

Small 
molecule 
ligand

Protein

Generative AI for protein design
• Designing proteins that bind to small molecules is a cornerstone problem in drug 

development and bioengineering
• Question: How to design protein pockets as areas that are bound by a ligand?
• Approach: Learn a generative model that generates both amino acid sequence and full 

atom 3D structure from the ligand and the protein scaffold

Full-Atom Protein Pocket Design via Iterative Refinement, NeurIPS 2023; PocketGen: Generating Full-Atom Ligand-Binding Protein Pockets, bioRxiv 2024



Generative models:
• atom-level co-design of protein pocket 

sequence and 3D structure
• selective small molecule ligands 
• optimized PPI interfaces

Generative sequence-structure models enable atom-level 
predictions of ligands binding to biological targets

10x faster than current AI, 
15% better accuracy (AAR, 
RMSE, docking score)

45% better hit rate than 
current AI, need to generate 
fewer molecules to find a hit

Iterative refinement based on side-
chain effects, ligand flexibility, and 
sequence-structure consistency
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Gysi et al., PNAS 2021; Ruiz et al., Nature Communications 2021; Full-Atom Protein Pocket Design via Iterative Refinement, NeurIPS 2023; 
PocketGen: Generating Full-Atom Ligand-Binding Protein Pockets, bioRxiv 2024

Molecular property
predictors

LSS-MSMO1 binding
HMGCR-targeted 
PROTAC comprising 
a VHL ligand

Key disease mechanisms, shared 
effects, interaction effects 

Generative sequence-structure 
models

Priority lists of generated 
molecular structures



Sequence-structure co-generation of protein pockets

§ Generating high-fidelity protein 
pockets—an area where a protein 
interacts with a ligand molecule
§ Complex interactions between ligand 

molecules and proteins
§ Flexibility of ligands and AA side 

chains
§ Complex sequence-structure 

dependencies
§ PocketGen generates residue 

sequence and full-atom structure 
within protein pocket region

Full-Atom Protein Pocket Design via Iterative Refinement, NeurIPS 2023; PocketGen: Generating Full-Atom Ligand-Binding Protein Pockets, bioRxiv 2024



Residue/ligand-level 
Interaction

Atom-level 
Interaction
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Ligand Protein
Molecule
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Bilevel Graph 
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Sequence 
Refinement

…

Iterative refinement of both sequence and structure in the protein pocket 
to maximize binding affinity with small molecule ligand

Full-Atom Protein Pocket Design via Iterative Refinement, NeurIPS 2023; PocketGen: Generating Full-Atom Ligand-Binding Protein Pockets, bioRxiv 2024



Transformer Layer

Multi-head ATTN+FFN

Structural Adapter Layer

Multi-head ATTN+FFN
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Sequence Decoder

Sequence Features

Sequence 
Refinement

Multi-head ATTN+ROPE

Down Project

Bottlenecked FFN

Up Project

Non-linear

Multi-Channel 
Transformer

Structure Features

…FDGK???????FPP…

Iterative refinement of both sequence and structure in the protein pocket 
to maximize binding affinity with small molecule ligand
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Full-Atom Protein Pocket Design via Iterative Refinement, NeurIPS 2023; PocketGen: Generating Full-Atom Ligand-Binding Protein Pockets, bioRxiv 2024



PocketGen generates protein pockets with higher binding affinity 
and structural validity than existing models

Better generation
efficiency

Performance wrt 
protein LM size

Improved structural validity, amino 
acid sequence recovery, and affinity 

with target ligands

Full-Atom Protein Pocket Design via Iterative Refinement, NeurIPS 2023; PocketGen: Generating Full-Atom Ligand-Binding Protein Pockets, bioRxiv 2024



Apixaban (APX) Fentanyl 7V7)Cortisol (HCY)

Original 
(HP 12, HB 3)

PocketGen 
(HP 12, HB 5)

PocketGen 
(HP 9, HB 5, π 2)

Original
(HP 7, HB 4, π 1)

PocketGen 
(HP 9, HB 1, π 2)

Original
(HP 7, HB 0, π 1)

Protein
Ligand
Aromatic Ring Center
Hydrophobic
Interaction
Hydrogen Bond
π-Stacking (parallel)
π-Stacking
(perpendicular)
π-Cation Interaction

Original

Better

Original

Better

Original

Better
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PocketGen can redesign pockets of antibodies, enzymes, 
and biosensors for target ligand molecules

Full-Atom Protein Pocket Design via Iterative Refinement, NeurIPS 2023; PocketGen: Generating Full-Atom Ligand-Binding Protein Pockets, bioRxiv 2024



Generative 
AI agents



“AI doctors””: Conversational medical AI 
optimized for diagnostic dialogue

At the heart of medicine lies the 
physician-patient dialogue, where 

skillful history-taking paves the way for 
accurate diagnosis, effective 

management, and enduring trust. AI 
systems capable of diagnostic 

dialogue could increase accessibility, 
consistency, and quality of care. 

However, approximating clinicians’ 
expertise is an outstanding grand 

challenge

Towards Conversational Diagnostic AI, arXiv:2401.05654, In review



“AI scientist” co-pilots
A long-standing ambition for biomedical AI is the development of AI 

systems that could eventually make a major discovery with the 
potential to be worthy of a Nobel Prize—fulfilling the Nobel Turing 

Challenge

Empowering Biomedical Discovery with AI Agents, arXiv:2404.02831, In review



“AI scientist” 
capable of 
skeptical 
learning and 
reasoning

Empowering Biomedical Discovery 
with AI Agents arXiv:2404.02831, In 
review



Evolving use of data-driven models

Empowering Biomedical Discovery with AI Agents, arXiv:2404.02831, In review



“AI scientists” as generative AI agents

Empowering Biomedical Discovery with AI Agents, arXiv:2404.02831, In review



A long-standing ambition for biomedical AI is the development of 
AI systems that can make major discoveries with the potential to 
be worthy of a Nobel Prize—fulfilling the Nobel Turing Challenge

Empowering Biomedical Discovery with AI Agents, arXiv:2404.02831, In review

“AI scientists” as generative AI agents


