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What technology can help me?

 Identify the long-term symptoms resulting from COVID-19?

 Generate a cohort of patients who had severe cutaneous 
adverse reactions caused by vancomycin?

 Find “need to know” clinical information from Epic EHR 
relevant to the patient’s chief complaints? 

 Read/interpret a pathology report to find abnormal cancer 
screening results and tell me when to follow up?

 Transcribe and summarize my conversation with the patient?

 Detect and correct errors in my notes dictated by Dragon?

 ……

Natural Language Processing (NLP)
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Today’s Outline

 Definitions - What is natural language processing (NLP)?

 Significance – Why NLP is important in Biomedicine?

 Challenges – What are the challenges in biomedical NLP?

 Methods - How to conduct NLP?

 Systems and Applications – MTERMS NLP as an example

 Future Directions – The future use of NLP in biomedicine
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Biomedical NLP

 NLP aims to creates intelligent agents to interpret, understand, 
analyze and generate human language.

 A biomedical NLP system refers to any system that processes 
and/or generate biomedical text or speech.

Artificial 
Intelligence Linguistics

Biomedical 
Text/ 

Speech

Biomed 
NLP
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NLP Tasks

 Information extraction and 
encoding

 Information retrieval

 Speech recognition
 Speech synthesis

 Question-answering
 Language translation

 Named entity recognition
 Text/document classification
 Grammar and spelling 

checking and correction
 Relationship extraction
 Sentiment analysis
 Predictive risk analytics

 Text generation
 Text summarization

Natural Language Understanding Natural Language Generation
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Eliza
An early example of NLP system that simulates a Rogerizn Psychotherapist

Eliza: Hello. My name is Eliza. How may I help you?
Li: I do not feel well today.
Eliza: Ahh. Please continue…
Li: I suffer from allergies.
Eliza: Say, do you have any psychological problems?
Li: I have bad allergies, so I feel sad…
Eliza: Do you often feel sad?
Li: No.
Eliza: Why not?
Li: Why should I?
Eliza: What do you think?
Li: I want to hear your suggestions?
Eliza: What if you never got to hear my suggestions?
Li: To see a real doctor?
Eliza: I am not sure I understand your fully.
Li: You’re just a computer program, aren’t you?
Eliza: What makes you think I am just a computer 

program, aren’t me?
Li: You don’t fully understand my problem.
Eliza: Oh… don’t fully understand your problem?

A Conversation with Eliza

Pattern 
Match

Search

Knowledge-based NLP System

One of the first chatbots developed in the mid-1960s by Joseph 
Weizenbaum.
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ChatGPT

 An AI chatbot developed by OpenAI and launched in Nov 2022.

 Built on top of OpenAI’s GPT-3.5 and GPT-4 (generative pre-trained transformer) families of large language 
models (LLMs).

 Fine-tuned using both supervised and reinforcement learning techniques in a process called reinforcement 
learning from human feedback (RLHF). 
 An initial model was trained using supervised fine-tunning. Human AI trainers provided conversations in which 

they played both sides—the user and an AI assistant.
 In the reinforcement learning step, human trainers first ranked responses that the model had created in a previous 

conversation. These rankings were used to create 'reward models' that the model was further fine-tuned on using 
several iterations of Proximal Policy Optimization (PPO).

 OpenAI also continues to gather data from ChatGPT users (upvote/downvote) that could be used to further train 
and fine-tune ChatGPT. 

 The models were trained in collaboration with Microsoft on their Azure supercomputing infrastructure,, 
using Nvidia GPUs.
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ChatGPT
You are just a computer program, not a real doctor. 
That's correct, I am not a real doctor. I'm an artificial intelligence language 

model designed to provide information and answer questions to the best of my 
ability based on the data I have been trained on. While I can offer helpful 
suggestions and information, I am not a substitute for medical advice or treatment 
from a qualified healthcare provider. If you have any concerns about your health, 
it's important to seek advice from a doctor or other healthcare professional who can 
provide a diagnosis and recommend appropriate treatment. 
 

You don’t fully understand my problem. 
I'm sorry to hear that I may not fully understand your problem. I'm here to help 

in any way I can, and I'll do my best to provide you with accurate and helpful 
information based on the details you provide. If you're comfortable sharing more 
about your situation, I may be able to offer more specific suggestions for how to 
address your concerns. Alternatively, if you feel that your situation requires more 
specialized attention or care than I am able to provide, I encourage you to seek the 
advice of a healthcare professional or other qualified expert. 

• It is amazing!
• It remembers previous prompts given to it in 

the same conversation
• While it can be verbose
• AI hallucination - ChatGPT "sometimes writes 

plausible-sounding but incorrect or 
nonsensical answers"

• Moderation API is used to warn or block 
certain types of unsafe content. 

I do not feel well today. 
I'm sorry to hear that you're not feeling well today. If you are comfortable sharing more about 

what's going on, I may be able to offer some suggestions for how to feel better. 
In general, if you're not feeling well, it's important to take care of yourself. This can include getting 
enough rest, eating a healthy diet, staying hydrated, and …… 
If you're feeling physically unwell, it's a good idea to rest and take care of yourself. If your symptoms 
persist or worsen, or if you're experiencing severe or concerning symptoms, it's important to seek 
medical attention...… 
If you're feeling emotionally unwell, it may be helpful to talk to someone about how you're feeling. This 
could be a friend, family member, or mental health professional. You can also consider engaging in self-
care activities that help you feel better…… 
Remember, it's okay to not feel well sometimes. It's important to take care of yourself and seek help if 
you need it. 
 

I suffer from allergies 
I'm sorry to hear that you suffer from allergies. Allergies can be a frustrating and uncomfortable 

condition to deal with, but there are steps you can take to manage your symptoms. 
The first step in managing allergies is to identify what triggers your symptoms. Common allergens 
include pollen, dust mites, pet dander, mold, and certain foods. Once you have identified your triggers, 
you can take steps to avoid them or minimize your exposure. 
Some strategies for managing allergies include: 
1. Avoiding allergens: ….. 
2. Taking medications: …. 
3. Using allergy shots: …… 
…… 
It's important to work with a healthcare provider to develop a personalized treatment plan for your 
allergies. They can help you identify your triggers and develop a plan to manage your symptoms. 
 

I have bad allergies, so I feel sad… 
I'm sorry to hear that your allergies are making you feel sad. Allergies can be frustrating and 

uncomfortable to deal with, and it's understandable that they can affect your mood. In addition to the 
strategies I mentioned earlier for managing allergies, there are also some things you can do to improve 
your mood and reduce your stress levels. Here are a few ideas: 
1. Practice relaxation techniques: Deep breathing, progressive muscle relaxation, ....... 
2. Engage in physical activity: Exercise can be a great way to boost your mood and reduce 
stress...... 
3. Connect with others: Spending time with loved ones or participating in social activities...... 
4. Get enough sleep: ...... 
5. Consider talking to a mental health professional: ....... 
Remember, allergies can be challenging to deal with, but there are things you can do to manage your 
symptoms and improve your mood. Don't hesitate to seek help if you need it. 



NLP in Biomedicine

9© 2023 Li Zhou

Today’s Outline

 Definitions - What is natural language processing (NLP)?

 Significance – Why NLP is important in Biomedicine?

 Challenges - What are the challenges in biomedical NLP?

 Methods - How to conduct NLP?

 Systems and Applications – MTERMS NLP as an 
example

 Future Directions – The future use of NLP in biomedicine
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 A significant portion of 
biomedical information is stored 
in textual form.

 Electronic Health Records
 Ambulatory notes
 Admission notes
 Progress notes
 Discharge summaries
 Radiology reports
 Pathology reports
 Free-text entries and 

comments
 ……

Radiology reports include CT, ECG, MRI, x-Ray, ultrasound, mammography, etc

Free-text Clinical Data in EHR
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The Cloud, the Crowd, and Big Data

 Biomedical Literature
 Books, guidelines, surveys, emails

 Wikipedia

 Social media (Twitter, Facebook, 
blogs)

 News, reports
 Open innovation contests

Tang C, Zhou L, et al;. Comment Topic Evolution on a Cancer 
Institution’s Facebook Page. Applied clinical informatics 2017.

• Blumenthal K, Topaz M, Zhou L, et al. Mining Social Media Data to Assess the Risk 
of and Soft Tissue Infections from Allergen Immunotherapy. J Allergy Clin Immunol. 
2019

• Hua Y, Jiang H, Lin S, Yang J, Plasek JM, Bates DW, Zhou L. Using Twitter Data to 
Understand Public Perceptions of Approved versus Off-label Use for COVID-19-
related Medications. J Am Med Inform Assoc. 2022. PMID: 35775946;.
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Speech Recognition

 Dictation

 Voice-enabled care (Virtual medical assistant)

 Speech and Diseases

Zhou L, et al. Analysis of Errors in Dictated Clinical Documents Assisted by Speech Recognition Software and Professional Transcriptionists. 
JAMA Network Open. 2018 
Blackley SV, et al. Speech Recognition for Clinical Documentation from 1990 to 2018: A Systematic Review. JAMIA 2019
Goss FR, et al. A Clinician Survey of Using Speech Recognition for Clinical Documentation in the Electronic Health Record. Int J Med Inform 
(IJMI). 2019. 
Blackley SV, et al. Physician Use of Speech Recognition versus Typing in Clinical Documentation: A Controlled Observational Study. IJMI, 2020.
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Today’s Outline

 Definitions - What is natural language processing (NLP)?

 Significance – Why NLP is important in Biomedicine?

 Challenges - What are the challenges in biomedical NLP?

 Methods - How to conduct NLP?

 Systems and Applications – MTERMS NLP as an example

 Future Directions – The future use of NLP in biomedicine
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NLP Challenges
Challenging Areas Examples

Synonym A concept may be expressed in 
many different ways

Congestive heart failure, heart 
failure, CHF

Polysemy/
Homonym

One word may have multiple 
meanings

Discharge from hospital vs 
discharge from wound

Ambiguity Interpretation of an expression 
can be uncertain

010202 can be a number, a date, 
a symbol, etc.

Medical 
Grammar 
/Format

It often ignores many 
restrictions that are required in 
the general English grammar

More compact and largely 
expressed by nouns or noun 
phrases: c/o: fever; Labs:  K+ 4.1

Abbreviation/
Acronym

A shortened form of a word 
or phrase

CAP: community-acquired 
pneumonia, catabolite activator 
protein, capsule

Pragmatics
/Context

Context dependence Diabetes mentioned in Family 
History section 

Others Ellipsis, anaphora, coreference, conjunctions, heterogeneous 
formats, spelling errors, granularity, uncertainty, implicit info, etc.
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“94 yo LOL in NAD with dat + hx chf aodm2 pvd s/p almi w/ ef
20 s/p tah bso appy BII w/ b12 def now at *** ecf comes to ED 
w/ temp” 

Deciphering Abbreviations / Acronyms
(An Example)

“94 year-old elderly woman ("Little Old Lady") in no apparent 
distress with dementia, Alzheimer's Type + history of congestive 
heart failure, adult onset diabetes mellitus (Type 2), peripheral 
vascular disease, status post anterolateral myocardial infarction 
with ejection fraction 20%, status post total abdominal 
hysterectomy and bilateral salpingo-oophorectomy, 
appendectomy, Bilroth II [gastric bypass procedure] with Vitamin 
B12 deficiency, now at *** extended care facility comes to 
emergency department with temperature.”

Adopted from AMIA CIS working group email discussion; Omar 
Bouhaddou, Clayton Curtis, et al. Jan 13, 2012 
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Semi-structured vs Narrative 
Identifying Allergies

CDA_Section LOINC_Code Section_Name
Allergies Section 48765-2 Adverse drug reactions/drug allergies
Allergies Section 48765-2 ALL
Allergies Section 48765-2 Allergies
Allergies Section 48765-2 Allergies and adverse reactions
Allergies Section 48765-2 Allergies or drug sensitivities
Allergies Section 48765-2 Allergies to Medications
Allergies Section 48765-2 Allergies Updated
Allergies Section 48765-2 Allergies, Adverse Reactions
Allergies Section 48765-2 Allergies/drug sensitivity
Allergies Section 48765-2 Allergies/Hay Fever
Allergies Section 48765-2 ALLERGIES/REACTIONS
Allergies Section 48765-2 allergy
Allergies Section 48765-2 Allergy History
Allergies Section 48765-2 Detergent allergies
Allergies Section 48765-2 Drug Allergies
Allergies Section 48765-2 Environmental allergies
Allergies Section 48765-2 Food Allergies
Allergies Section 48765-2 Food Allergies/Intolerances
Allergies Section 48765-2 List Allergies
Allergies Section 48765-2 Medication allergies
Allergies Section 48765-2 Medicine Allergies
Allergies Section 48765-2 Meds/Allergies
Allergies Section 48765-2 New Allergies
Allergies Section 48765-2 Ocular allergies
Allergies Section 48765-2 Patient has had history of allergies
Allergies Section 48765-2 PHM/FH/Meds/Allergies/ROS
Allergies Section 48765-2 Reactions to dental/other local anesthesia 
Allergies Section 48765-2 Scents, oils, lotion allergies
Allergies Section 48765-2 Seasonal Allergies
Allergies Section 48765-2 Signs of allergies

Allergies: 
Cephalosporins – Hives 
Pencillin– Rash 
LISINOPRIL – Anaphylaxis 5/12/17

History of present illness:
She developed a rash that was 
probably due to metoprolol. 
The rash resolved when she 
switched to atenolol. 
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 Sublanguage – a subset of language used in a particular 
field or by a particular social group and characterized 
esp. by distinctive vocabulary (Zellig Harris)
 Informational categories: body location (chest, leg, heart)

(semantic types) symptom        (pain, fever, cough)
severity          (severe, mild)

 Co-occurrence patterns: severity + body location + symptom
(severe chest pain)

 Contextual information

 Methods and tools trained on general English may 
receive decreased performance on biomedical texts

Challenges – Domain Level
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Challenges – Application Level

 Availability of clinical text

 Privacy and confidentiality

 Determining types of 
information to capture

 Rare events/ imbalanced 
data

 Intelligence (reasoning/ 
inference)

 Incorporating medical 
knowledge into NLP 
systems

 Interpreting clinical 
information

 Integrating narrative data 
with structured data

 Generalizability, intra-
and inter-operability

 Good performance

 Evaluation methods and 
measures
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Challenges – Clinical Environments

 Organizational factors

 Regulations, rules and culture

 Disciplines, departments and groups

 Users

 Diverse roles, backgrounds and needs

 Clinical domains and subspecialties

 Workflows

 Although natural language is easy for human to use and understand, it may be
challenging for computers to understand, interpret and generate.
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Today’s Outline

 Definitions - What is natural language processing (NLP)?

 Significance – Why NLP is important in Biomedicine?

 Challenges - What are the challenges in biomedical NLP?

 Methods - How to conduct NLP?

 Systems and Applications – MTERMS NLP as an example

 Future Directions – The future use of NLP in biomedicine
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NLP Methods

Techniques Tasks Pros and Cons
Linguistic
rules

“Symbolic”; use experts’ knowledge that 
is explicitly represented by rules for the 
manipulation of symbols.
A sentence is either well formed or not 
Often work top-down by imposing 
known grammatical patterns and 
meaning associations upon texts

Information 
extraction

“Good Old-Fashioned AI”
More interpretable; limited ability 
handling complex language 
structures & nuances. 

Statistical “Empirical”; derive language data from 
large text corpora Identify common 
patterns that occur in language use by 
applying statistics (probability theory) 
and machine learning methods
Work bottom-up from the texts 
themselves, looking for patterns and 
associations to model 

Text classification, 
sentiment analysis, 
named entity 
recognition

Some patterns may not correspond 
to purely syntactic or semantic 
relations
Often requires hand-crafted feature 
engineering

Deep 
learning

Train deep neural networks (e.g., RNNs, 
CNNs and transformer models) on large 
datasets to learn complex patterns and 
structures

Language modeling, 
text classification, 
machine translation, 
language generation

Automatically learns the relevant 
features from the data; 
Requires more data and 
computational resources to train
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NLP Timeline

19601950 1970 1980

• Syntactic structures
• Generative grammars by 

Chomsky (explicitly/often 
recursive rules)

20001990 2010 2020

• ELIZA
• Automatic Language 

Processing Advisory 
Committee (ALPAC) report 
– machine translation

• First AI Winter

• Semantic networks
• Conceptual 

dependency theory

• Symbolic approaches, 
expert systems

• Ontologies (knowledge 
base, concepts and 
relationships)

• LISP machines

• Statistical models
• RNNs and LSTMs

• NVIDIA GPUs

• Neural language modeling
• Word embeddings 

(representing words with 
dense vectors of numbers)

• Multi-task learning
• Google translate

• Word2Vec
• Neural networks for NLP, rise of 

LSTMs and CNNs
• Sequence-to-sequence problems 

(machine translation)
• Encoder-decoder
• Attention and transformers
• Pre-trained models & transfer 

learning (Elmo, BERT)
• OpenAI funded

• Large language models
• GPT-3, 3.5, 4
• Google Language model for 

dialogue application (LaMDA)
• Hugging Face BLOOM 

(Bigscience large open-science 
open-access multilingual) 
language model 

• Google BARD chatbot
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Linguistic Representation and Analysis

Lexemes
(words and atomic terms)

Syntactic structure
(syntax)

(phrases, clauses and sentences)

Representation structure
(semantics) 

(context-independent meaning)

Communicative intentions
(pragmatics)

(context-dependent meaning in 
paragraphs and whole text)

Morphemes
(roots, prefixes and suffixes)

Structure Analysis

Pragmatic

Determine the sequences of 
morphemes into words
(e.g., tokenization)

Combine multiple words and determine 
the structure of phrases and sentences 
(e.g., parsing, pattern recognition)

Interpret the meaning of the words and 
how the words combine to form the 
meaning of phrases and sentences 
(e.g., encoding, semantic relations)

Determine how sentences combine to 
form discourse and how this context 
affects the interpretation of the text
(e.g., co-reference resolution, discourse 
analysis, relation analysis)

Semantic

Syntactic

Lexical

Morphological

Determine the categorization of lexemes 
(e.g., part-of-speech tagging, named 
entity recognition)



24

Modules Methods and Examples
Pragmatic/
Discourse 
Analysis
(co-reference
resolution)

Study context-dependent meaning
- machine learning
- spatial/temporal reasoning

Semantic 
Analysis
(semantic
relation)

Identify meaning               
- statistical/machine learning
- Semantic grammar
- (cascading) FSA

Syntactic 
Analysis
(parser, pattern 
recognition)

Identify structure (parsing)                             “Patient denied fever.”
- regular expression (JJ*NN→“acute pain”)
- context-free grammar
- statistical/machine learning approaches

Lexical 
Analysis

Identify words/phrases to determine their categories 
- part of speech tagging: noun (chest), adjective (mild)
- stemming: interact (stem) - interacts, interaction
- named entity recognition: disease (diabetes)

Morphological 
Analysis
(tokenization) 

Separate the text into individual units (sentence, word)
- regular expression (finite state automata - FSA) 

[a-z] indicates a lowercase letter, -otomy indicates a procedure

Linguistic Analysis

S
NP VP

NPV
deniedPatient fever

N
N

1. “patient c/o excruciating pain in left leg.”
<problem v= “pain” SNOMED=“22253000”>

<severity v=“severe” SNOMED=“67849003”/>
<location v=“leg” SNOMED=“51185008”/>

<laterality v=“left” SNOMED=“7771000”/>
</problem>
2.“patient left hospital”

“He was given antibiotics at that 
time” - the interpretation of “he” 
and “at that time” require prior 
expressions elsewhere in the text
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A document can be represented as a 
vocabulary-size vector 

Representation Learning / Language Modeling

Adopted from Z. Liu et al. Representation Learning for Natural Language Processing. 2020

John Firth, 1957. Fundamental ideal of many language 
model. Linguistic items with similar meanings tend to 
occur in similar context.

Local Representation or 
Symbol-based Representation
Generative models: model the joint 
probability distribution p (x, c)

Distributed Representation
Discriminative models: predict the 
conditional probability P(x|c) or P(c|x)

Language modeling – predicts the probability of a sequence 
of words occurring in a given context
Language models can be built using a variety of techniques
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Distributed Representation

Word

Phrase

Sentence
Document

Character

Entities & Structure Analysis

Pragmatic

Semantic

Syntactic

Lexical
Morphological

Network
Knowledge Application

Distributed 
representation

• Challenges: multiple granularities and multiple tasks
• Distributed representation

• Represent words, phrases, or sentences as vectors in a high-dimensional space, where each 
dimension captures a different aspect of meaning

• Represent the semantics of these language entities in a unified semantic space. 
• Geometric distance between two objects in the space indicates their semantic relatedness.

• Build a unified representation space to support different linguistic analyses.
• Build representation automatically from large-scale domain data (compared to specific feature 

extraction for each specific domain). 

A neural probabilistic language model (Bengio, 2003)
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Word Embedding

 “A word is characterized by the company it keeps” (Firth, JR. 
1957)
 Penicillin is antibiotics. Vancomycin is antibiotics. Penicillin and 

vancomycin tend to have a similar context – antibiotics.
 Quantify and categorize semantic similarities between linguistic 

items based on their distributional properties in large corpora 
(e.g., using cosine similarity).

 Linguistic items can be represented as real number vectors of co-
occurring words and linguistic contexts in which the words occur.

 Methods to generate word embeddings include neural networks, 
dimensionality reduction on the word co-occurrence matrix, 
probabilistic models, etc.

A neural probabilistic language model (Bengio, 2003)
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Word Embedding

This Figure illustrates the output of a word embedding model where individual 
words are plotted in 3-dimensional space generated by the model.
By examining the adjacency (context) of words in this space, word embedding 
models can identify analogies such as “Man is to woman as king is to queen.”
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Word Embeddings

 Methods for learning of word embeddings 
 Word2vec (Mikolov, Google; 2013)
 GloVe (Pennington, et al; 2014)
 fastText (Bojanowski, et al, 2017)

 Trained using large scale corpora
 Map words into informative low-dimensional vectors
 Word embeddings are used as input representation for other 

downstream NLP models, often as the first data processing layer in a 
deep learning model,  which have been shown to boost the 
performance of NLP tasks such as translation, sentiment analysis, etc.

 Limitations
 As embeddings are learned within a small window of surrounding words, sometimes 

words (e.g., good and bad) share almost the same embedding, which is problematic 
for sentiment analysis. 

 Traditional word embedding algorithms assign a distinct vector to each word, which 
can’t account for polysemy. 
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Transformer
 "Attention is All You Need" by Vaswani et al. in 2017.
 Transformer-based language models are based on the transfer 

architecture, a neural network that uses self-attention mechanisms to 
process input sequences of tokens  and produce output sequences.

 Self-attention mechanism allows the model to weigh the importance of 
different input tokens when generating the output sequence.

 Unlike traditional recurrent neural networks (RNNs), which process 
sequences in a sequential manner, Transformers can process 
sequences in parallel, making them much faster and more efficient.

https://huggingface.co/course/
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Transformer

 Pretraining: transformer models are trained on large amount of 
raw text in a self-supervised fashion 
 The objective is automatically computed from the inputs of the model; don’t 

need humans to label the data

 Fin-tunning, transfer learning: the model is fine-tuned in a 
supervised way using human-annotated labels on a specific 
practical task.

 Transformer architecture consists of an encoder and a decoder.
 Encoder receives an input and builds a produce a sequence of hidden 

representations of it (its features). This means that the model is optimized to 
acquire understanding from the input.

 Decoder uses the encoder’s representation (features) along with other inputs 
to generate a target sequence. This means that the model is optimized for 
generating outputs.
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Transformer

 Encoder Models
 Good for tasks that requires understanding of the input, such as sentence 

classification, named entity recognition, and extractive question answering.
 BERT (Bidirectional Encoder Representations from Transformers)

 Decoder Models
 Good for generative tasks such as text generation
 GPT (Generative Pre-trained Transformer)

 Sequence-to-sequence models
 Good for generative tasks that require an input, such as translation, 

summarization, or generative question answering
 BART (Bidirectional and Auto-Regressive Transformers)
 T5 (Text-to-Text Transfer Transformer)
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Transformers are big models
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Deep Learning Methods in Clinical NLP 

Deep Learning Methods in 
Clinical NLP 

(n=212 articles)
(Wu S, JAMIA 2019)
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Clinical Domains and Tasks
Among 2336 NLP articles between 1999-2018

(Wang J, JMIR, 2020) 
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I2b2/n2c2 NLP Challenges
 2006, 1) De-identification and 2) Smoking
 2008, Obesity
 2009, Medication extraction 
 2010, Relations (of medical problems, tests, treatments)
 2011, 1) Co-reference (anaphora) resolution and 2) Sentiment classification 

(emotions in suicide notes)
 2012, Temporal relations
 2014, 1) De-identification and 2) Identifying risk factors for heart disease over time
 2016, 1) De-identification and 2) RDoc classification (determine symptom severity 

based on a patient’s initial psychiatric evaluation)
 2018, 1) Cohort selection for clinical trials and 2) Adverse drug events and 

medication extraction in EHRs
 2019, 1) Clinical semantic textual similarity 2) Family history 3) Clinical concept 

normalization 4) Novel data use
 2022, 1) Contextualized medication event extraction, 2) Social determinants of 

health, 3) Progress note understanding: assessment and plan reasoning, 

https://n2c2.dbmi.hms.harvard.edu/
The challenges and data sets are now administered through the DBMI Data Portal.

https://n2c2.dbmi.hms.harvard.edu/
https://portal.dbmi.hms.harvard.edu/
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MTERMS Research Areas
• Speech recognition / clinical dictation 
• Document quality
• Template / Similarity• New method development

• Application development
• Multimodal data 
• Visualization
• Other areas: 
Pharmacovigilance

• Information reconciliation
o Medication, problem  and 

allergy reconciliation
• Prediction
o Hospital readmission
o Mortality
o Clinical deterioration

• Cancer screening abnormal 
result identification

Clinical 
Documentation

Data Extraction  
Case 

Identification

Data Mining 
Knowledge 
Discovery

Clinical 
Decision 
Support

Research / 
Innovation

• Clinical info extraction
o e.g. diagnosis, social 

behavioral factors, 
functional status, ADEs

• Case/cohort identification
o e.g., opioid use disorder, 

psychosis 
• Case encoding
o e.g., Malpractice claim 

case encoding and 
auditing

• Document classification
• Relation identification
• Topic modeling
• Clustering
• Active learning

MTERMS 
NLP

http://mterms.bwh.harvard.edu/

http://mterms.bwh.harvard.edu/
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MTERMS Applications

 Real-time pilots (integrated with Epic)
 Allergy reconciliation module 

 Medication reconciliation module (in LMR)
 Cancer Screening Follow-up (primary care)
 Patient clinical deterioration based on nursing notes and EHR (inpatient)

 Near real-time
 Patient mortality predication to improve palliative care intervention 

 Research projects
 Allergic and adverse reactions
 Opioid use disorder patient identification
 Gunshot intension classification
 Malpractice cases (coding + similar cases)
 Psychosis identification
 Confounding factors for pharmacoepidemiology studies
 Dementia/cognitive decline
 PASCLex: Post-Acute Sequelae of COVID-19 (PASC) Symptom
 Using Twitter data to understand public perceptions of approved vs. off-label user 

for COVID-19-related medications
 Examination of Stigmatizing Language in the Electronic Health Record
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Allergic and adverse drug reactions

 Reconcile medication and allergy information within 
EHR

 Identify allergic reactions in hospital safety reports

 Compare ADRs reported in EHR and social media

 Identify ADRs from EHR
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NLP service to support real-time(or near real-
time) applications: System Architecture

MTERMS NLP Services
- MTERMS Natural Language Processing
- Batch Processing & Summarization
- Knowledge Base
- Web Application

MGB Data Repository 
& Web Service

EHR Web Application

MGB Session Service
MTERMS Web Service

MGB Web Services
- Get Schedules
- Get Medications
- Get Allergy
- Get Notes
- Get Other Data

Objectives
 Improving data interoperability 
 Integrating NLP with EHRs
 Providing clinical decision support
 Improving patient medication safety
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Allergy Reconciliation across the EHR

 Accurate and complete allergy 
documentation in the EHR is
essential to guide clinical decision-
making.
 Patient allergy information often exists in 

several locations in the EHR, and 
patients’ allergy lists are often inaccurate 
or incomplete

 Automatically identify discrepancies in 
allergy information from across the EHR

 User interface – providers can accept, 
reject, or modify suggested changes
 Automatically add free-text reactions 

to allergy list
 Integrated with Epic in pilot study with 

111 BWH providers

*Preliminary unpublished data
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EHR Allergy Reconciliation Module
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Allergy labels are common, often incorrect, and potentially harmful.

Up to 15% of hospitalized patients, 6% to 10% of the general population report a penicillin allergy. Of these 
individuals, 94% can tolerate penicillin after formal allergy testing
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Deep Learning to Detect Allergy Events from 
Hospital Safety Reports

 Allergy safety knowledge is limited by case identification 
challenges. 

 Hospital safety event reporting systems are integral to the 
detection of patient safety signals in health care, but still 
lacking are processes to analyze them in a manner that 
allows for timely feedback to health care professionals.

 We developed an AI method, a hierarchical attention-based 
deep neural network (DNN), that automatically reads the free-
text description of safety reports and identifies cases 
describing allergic reactions. 

Yang J, Wang L, Phadke NA, Wickner PG, Mancini CM, Blumenthal KG, Zhou L. Development and Validation 
of a Deep Learning Model for Detection of Allergic Reactions Using Safety Event Reports Across Hospitals. 
JAMA Network Open. 2020 Nov 2;3(11):e2022836
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Study Design and Datasets

• Our model was trained on the free-text descriptions of 9,107 labeled reports extracted 
using expert-curated keywords from MGH’s safety event reporting system. 

• We then used the model to automatically identify allergy events from nearly 300,000 
reports from MGH and BWH across 15 years. 
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Deep Learning Model

The first layer is a character-level encoder, which
aims to capture lexical variations (e.g., misspelling) of a
word. It encoded the character sequence within each
word using a single layer CNN. Each character of a
word was represented using randomly initialized
character embedding, which was fed as the input of the
character-level CNN. The output of the CNN was then
fed into a max-pooling function to create a fix-
dimension vector for the word.

In the second layer, each word vector was
concatenated with the word’s embedding that was
pretrained on all MGH reports using word2vec. On top
of the concatenated word representation, a LSTM
network was built to utilize the contextual information of
the whole report and generate an output vector for
each word.

Because different words within a report may have
different levels of contribution in distinguishing the
report, we added an attention model as a third layer to
assign a unique weight for each word, which was
calculated based on the LSTM output vector.

We computed a weighted sum of the LSTM output
vectors of all the words in the report to generate a
report representation vector, which was then fed into
the fourth layer, the classifier. The classifier was trained
using the cross-entropy loss function and the
Stochastic Gradient Descent (SGD) optimizer.

The output of the classifier was a vector representing
the probability of whether or not a report described an
allergy event.
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Model Performance

The deep learning model achieved an AUROC of 0.979 (95%CI, 0.973-
0.985) and an area under the precision-recall curve of 0.809 (95%CI, 
0.773- 0.845). 
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Efficiency and Productivity 

Compared with the keyword-search approach, the deep learning 
model reduced the number of cases for manual review by 64% 
and identified 24% more cases of confirmed allergic reactions.
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Interpretation

Regarding interpretability of the model, these attention heatmaps demonstrate how much attention the model 
gives and to which words when making positive and negative allergy event predictions. Darker color 
represents a higher attention weight. 
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ADRs:  EHR vs. Social Media

 Introduction: Large databases of clinician reported (e.g., EHRs) 
and patient reported (e.g., social media) adverse drug reactions 
(ADRs) exist; however, whether patients and clinicians report the 
same concerns is not clear. 

 Objectives: Compare EHRs and social media data to better 
understand differences and similarities between clinician-
reported ADRs and patients’ concerns

 Data: 
EHRs Social media data

Aspirin 31,817 19,186
Atorvastatin 15,047 23,408

Topaz, M, Lai, K, Dhopeshwarkar, N, Seger, D, Sa’adon, R., Goss, F, Rozenblum, R, Zhou L. Clinicians' Reports in 
Electronic Health Records versus Patients' Concerns in Social Media: A Pilot Study of Adverse Drug Reactions of Aspirin and 
Atorvastatin. Drug Safety. 2016 Mar 39:241-250. doi: 10.1007/s40264-015-0381-x. PMID: 26715498.
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EHR vs. Social Media Data

The most frequently reported ADRs matched the most frequent patients’ concerns. However, several 
less frequently reported reactions were more prevalent on social media. Overall, we found a 
relatively strong positive and statistically significant correlation between the frequency ranking of 
reactions and patients’ concerns for atorvastatin (Pearson’s r = 0.61, p<0.001) but not for aspirin 
(Pearson’s r = 0.1, p = 0.69).
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MTERMS Applications

 Real-time pilots (integrated with Epic)
 Allergy reconciliation module 

 Medication reconciliation module (in LMR)

 Cancer Screening Follow-up (primary care)
 Patient clinical deterioration based on nursing notes and EHR (inpatient)

 Near real-time
 Patient mortality predication to improve palliative care intervention 

 Research projects
 Allergic and adverse reactions
 Opioid use disorder patient identification
 Gunshot intension classification
 Malpractice cases (coding + similar cases)
 Psychosis identification
 Confounding factors for pharmacoepidemiology studies
 Dementia/cognitive decline
 PASCLex: Post-Acute Sequelae of COVID-19 (PASC) Symptom 
 Examination of Stigmatizing Language in the Electronic Health Record
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Deep Learning for Mortality Prediction in Selecting 
Patients for Earlier Palliative Care Interventions

One of the largest challenges in expanding palliative care 
is identifying those patients who can benefit the most
 Which patients will benefit from which interventions and when? 
 Predict patients’ clinical trajectories
 Identify those who need palliative care
 Determine the right time to start the interventions

 Existing population management algorithms generally target 
patients with high healthcare utilization

 Most clinicians hesitate to provide prognosis information to patients

There is an urgent need to leverage information 
technology and the EHR to provide decision support for 
healthcare providers

One of the largest challenges in expanding palliative care is 
identifying those patients who can benefit the most
 Which patients will benefit from which interventions and when? 

 Predict patients’ clinical trajectories

 Identify those who need palliative care

 Determine the right time to start the interventions

 Existing population management algorithms generally target 
patients with high healthcare utilization

 Most clinicians hesitate to provide prognosis information to 
patients

There is an urgent need to leverage information technology 
and the EHR to provide decision support for healthcare 
providers



NLP in Biomedicine

57© 2023 Li Zhou

Large amount of free-text EHR data

Number of clinical notes per patient with dementia 
by month over the last two years of life (a total of 
432,007 notes of 7,875 patients) (Wang L, Zhou L, 
et al. AMIA 2019)

Dementia

•> 5.5 million Americans in 2017 
•Sixth leading cause of death
•One of the costliest disease 
 $259 billion for elderly per year
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Latent Topic Modeling

Blei, D.M., 2012. Probabilistic topic models. Communications of the ACM, 55(4), pp.77-84.

Topic modeling applies statistical-based unsupervised machine 
learning approaches to discover abstract topics that occur in a 
collection of documents. The topics are clusters of similar words. Each 
document may have multiple topics with different proportions. 
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Topics 

End of 
life care

Family/hos
pice care

care family hospice home dnr dementia palliative dni discussion goal intake
daughter failure admission thrive

Comfort 
care

comfort prn care cmo morphine family hospice measure transition pain comfortable
palliative palliative dni dilaudid dnr

Palliative 
care

care palliative pain prn continue family delirium time comfort review symptom well
management agitation follow

Wang L, Lakin J, Riley C, Korach Z, Frain L, Zhou L. Disease Trajectories and End-of-Life Care for Dementias: Latent Topic 
Modeling and Trend Analysis Using Clinical Notes. AMIA Annu Symp Proc. 2018 (Distinguished Paper Award)
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Topics in clinical notes during patients’ 
last two years of life

Wang L, Lakin J, Riley C, Korach Z, Frain L, Zhou L. Disease Trajectories and End-of-Life 
Care for Dementias: Latent Topic Modeling and Trend Analysis Using Clinical Notes. AMIA 
Annu Symp Proc. 2018 Dec 5;2018:1056-1065 (Distinguished paper award).
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Deep learning for mortality prediction

Wang L, Sha L, Lakin JR, Bynum J, Bates DW, Hong P, Zhou L. Development and Validation of a 
Deep Learning Algorithm for Mortality Prediction in Selecting Patients With Dementia for Earlier 
Palliative Care Interventions. JAMA Netw Open. 2019.2(7):e196972.
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Results

Our study shows promising 
results in patient stratification for 
clinical practice

Wang L, Sha L, Lakin J, Bynum J, Bates DW, Hong P, Zhou L. JAMA Network Open, 2019.
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Our mortality prediction model performs better than clinician screening

Wang L, Sha L, Lakin J, Bynum J, Bates DW, Hong P, Zhou L. 2019.

Results
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MTERMS Applications

 Real-time pilots (integrated with Epic)
 Allergy reconciliation module 

 Medication reconciliation module (in LMR)
 Cancer Screening Follow-up (primary care)
 Patient clinical deterioration based on nursing notes and EHR (inpatient)

 Near real-time
 Patient mortality predication to improve palliative care intervention 

 Research projects
 Allergic and adverse reactions
 Opioid use disorder patient identification
 Gunshot intension classification
 Malpractice cases (coding + similar cases)
 Psychosis identification
 Confounding factors for pharmacoepidemiology studies
 Dementia/cognitive decline (bilingualism and cognitive reserve)
 PASCLex: Post-Acute Sequelae of COVID-19 (PASC) Symptom
 Using Twitter data to understand public perceptions of approved vs. off-label 

user for COVID-19-related medications
 Examination of Stigmatizing Language in EHRs
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PASCLex: Post-Acute Sequelae of 
COVID-19 (PASC) Symptom 

 PSAC syndrome or long COVID: some patients have persistent 
symptoms and/or develop delayed or long-term complications after their 
recovery from acute COVID-19.

 Most early studies on PASC symptoms relied on patient survey data, 
manual chart, and in person follow-up.
 Simple size, reporting bias

 Longitudinal EHR data serve as a rich data source for studying PASC 
symptoms
 Structured data (lab results or diagnosis codes)

 NLP can automatically identify relevant symptoms and complications at 
different clinical stages from large volumes of longitudinal notes of a 
large patient cohort

 To capture wide variation in potential symptoms, a comprehensive 
lexicon encoded with a standard terminology is crucial for NLP tool 
development and utility and future EHR-based PASC analytics and 
research.
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PASCLex: Methods

Wang L, Foer D, MacPhaul E, Lo YC, Bates DW, Zhou L. PASCLex: A Comprehensive Post-Acute 
Sequelae of COVID-19 (PASC) Symptom Lexicon Derived from Electronic Health Record Clinical 
Notes. Journal of Biomedical Informatics. 2021 Nov 
13:103951. https://pubmed.ncbi.nlm.nih.gov/34785382/

• Ontology-driven, EHR-guided and NLP-assisted approach
• PASC symptom lexicon was derived from 328,879 clinical notes of

26,177 COVID-19 patients documented between day 51-100 after their
first positive COVID-19 test.

https://pubmed.ncbi.nlm.nih.gov/34785382/
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PASCLex

PASCLex includes 
355 symptoms (and 
16,466 synonyms) 
consolidated from 
1,520 Unified Medical 
Language System® 
(UMLS) concepts. 

The post-acute COVID-19 symptom lexicon can be accessed at: htt
ps://github.com/bylinn/Post_Acute_COVID19_Symptom_Lexicon.
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Common PACS in clinical notes
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Examination of Stigmatizing Language in EHR

 Stigmatizing language in the EHR may alter treatment plans, transmit 
biases between clinicians, and alienate patients. 
 However, neither the frequency of stigmatizing language, nor whether 

clinicians disproportionately use it in describing patients in particular 
demographic subgroups are known.

 Question: How frequently does stigmatizing language appear in the 
admission notes of patients who are hospitalized, and does the 
frequency vary by patients' medical conditions and race or ethnicity?

 Study Design:
 Cross-sectional study of 48,651 admission notes about 29,783 unique 

patients by 1932 clinicians in 2018
 Patients with diabetes, substance use disorder, or chronic pain
 Patients’ demographic characteristics: age, race and ethnicity, gender, and 

preferred language)
 Clinicians’ characteristics: gender, postgraduate year [PGY], and credential 

[physician vs advanced practice clinician]).

Himmelstein G, Bates D, Zhou L. JAMA Netw Open. 2022 Jan PMID: 
35084481. https://pubmed.ncbi.nlm.nih.gov/35084481/

https://pubmed.ncbi.nlm.nih.gov/35084481/
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Examples of Stigmatizing Language



NLP in Biomedicine

75© 2023 Li Zhou

Examination of Stigmatizing Language in EHR

 Patient Characteristics
 Age: 49 years; Female: 58.2% 
 3.5% were non-Hispanic Asian, 8.4% non-Hispanic Black, 63.6% non-Hispanic White
 9.9% preferred a language other than English

 Of all admission notes, 2.5% contained stigmatizing language
 Stigmatizing language in hospital notes varied by medical condition and was 

more often used to describe non-Hispanic Black patients
 Presented in 6.9% of notes for patients with diabetes, 3.4% for patients with substance 

use disorders, and 0.7% for patients with chronic pain.
 Notes about non-Hispanic Black patients vs non-Hispanic White patients had a 0.67 

(95%CI, 0.15 to 1.18) percentage points greater probability of containing stigmatizing 
language, with similar disparities in all 3 diagnosis-specific subgroups. 

 Greater diabetes severity and the physician-author being less advanced in their training 
was associated with more stigmatizing language. 

 Training clinicians to minimize stigmatizing language in the EHR might improve 
patient-clinician relationships and reduce the transmission of bias between 
clinicians.
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Language Processing & Diseases

Christie is the best-selling novelist of all time. Her works come third in the rankings 
of the world's most-widely published books, behind only Shakespeare's works and 
the Bible.
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Text Analysis Claims Agatha Christie 
Had Alzheimer’s

 Compared a selection of Christie’s novels between the 
ages of 28 and 82, counting numbers of different words, 
indefinite nouns and phrases used in each

 Statistically significant drops in vocabulary and increases in 
repeated phrases and indefinite nouns

o A book she wrote aged 81 showed 30% fewer word 
types than another book she wrote aged 63, 18% more 
repeated phrases, and almost three times as many 
indefinite words

 These language effects are recognized as symptoms of 
memory difficulties associated with Alzheimer's disease
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What’s Next?
 Clinical Decision Support

 Retrieve relevant information, similar cases
 Answer clinical/research questions
 Identify high-risk, high-cost patients prospectively

 Enhancing EHR functions
 Advanced search, spelling error correction, auto-fill, etc.
 Improve clinical documentation and identify incomplete or inconsistent information

 Text Summarization and Generation
 Summarize/generate a note, a specific condition, or the whole record…

 Speech Recognition
 Further improve usability and integration with clinical workflow and the EHR

 Language and Diseases

 Multimodal data

 Others, e.g. computer-assisted coding
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MTERMS Team
• Best Paper Awards 

-Medinfo 2013
-Medinfo 2015 (nomination)
-AcademyHealth’s Annual Research meeting 2017
- AMIA 2018, 2020

• Competition Awards
-IEEE Computer Society Student Global Challenge, finalist 
(2017)
-“Idea Lab with Microsoft: Machine Learning in Healthcare,” 
BWH Innovation Hub, 1st Prize (2016)
-Health 2.0 Developer Challenge, Veterans Health 
Administration Care Coordination for Improved Outcomes 
Challenge, 2nd Place (2015)

• Institutional Awards 
-Partners Excellence Award  (in Leadership & Innovation, 
2016,2018; in Team, Quality Treatment and Service, 2017)
-Innovation Discovery Award

• Studies Reported by Media Outlet
The New York Times, The Wall Street Journal, CBS News, 
Fox News, Reuters, NPR, Physician’s Weekly etc.
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Additional Materials
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NLP and Machine Learning to Identify 
Hospitalized Patients with OUD

Blackley SV, MacPhaul E, Martin B, Song W, Suzuki J, Zhou L. Using Natural Language Processing and Machine Learning 
to Identify Hospitalized Patients with Opioid Use Disorder. AMIA Annu Symp Proc. 2020. (Distinguished paper award)

 Misuse of prescription opioids is a major public health crisis
 0.3 million people in 2018
 130+ died every day from opioid overdoses

 19% of patients who recognized a need for treatment did not receive help due 
to a lack of information on where to go

 Hospital encounters provide an opportunity for clinicians to offer effective 
interventions; however,
 Existing hospital screening methods are resource-intensive
 Many methods rely on structured EHR data (e.g. billing codes, prescription data, lab values), but 

these data may be incomplete
 Substance use is often documented in free-text (e.g., ED notes, inpt progress notes)

 Automated methods are needed to identify potential patients and alert the 
provider and addiction services simultaneously, so a patient’s care team can 
immediately present them with treatment options
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Methods
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Results



NLP in Biomedicine

84

Mining nurses’ “concerns” to predict 
patient deterioration 

 Hospital rapid response (RR) teams respond to non–ICU patients at 
risk for rapid deterioration
 Existing approaches to RR detection mainly focus on structured 

information
 RR teams often rely on nurses’ clinical judgement typically 

documented narratively
 “Staff member is worried about the patient”

 Develop a data-driven method to facilitate feature 
engineering of nursing notes for knowledge 
discovery and risk prediction

 Use Quality Phrase Mining to recognize nursing 
concern concept/phrases

Korach TZ, Zhou L. et al. Unsupervised machine-learning of topics documented by 
nurses about hospitalized patients prior to a rapid-response event. Appl Clin Inform. 
2019 Oct;10(5):952-963. 
Korach TZ, Zhou L. et al. Mining clinical phrases from nursing notes to discover risk 
factors of patient deterioration. Int J Med Inform. 2019 Dec 14;135:104053. 
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Phrase Mining Process
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Predictive Value

 Assessed the phrases’ quality as features for 
predictive and explanatory modelling

 Time-dependent covariates Cox model using the 
phrases achieved a concordance index of 0.739.

 Clustering the phrases revealed clinical concepts 
significantly associated with Rapid Response 
(RR) event hazard.
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Results
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Tang C, Zhang H, Lai KH, She Y, Xiong Y, Zhou L. Developing a regional classifier to track patient needs in medical
literature using spiral timelines on a geographical map. In 2017 IEEE International Conference on Bioinformatics and
Biomedicine (BIBM) 2017 Nov 1 (pp. 874-879). IEEE.

A Map Tracking Patient Needs from 339 Medline 
Publications between 2001-2016 
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