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Evolution of modeling paradigm

Task-specific Modeling

Training on small-scale,
well-annotated data

Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vip-tutorial.github.io/202 3/index.html



Models are developed with a task-specific
approach to learning
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Specialized models are designed for every new
task and every new dataset

Pneumothorax or not? Stroke or not?



Evolution of modeling paradigm

Task-specific Modeling Early “Foundation” Models

Training on small-scale,
well-annotated data

NLP: BERT, RoBERTa, T5, ...
VL: UNITER, OSCAR, VinVL,...

Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vip-tutorial.github.io/202 3/index.html



Foundation
models

* These are pre-trained Al models
that serve as a starting point for
developing more specific Al
models

* Foundation models are trained
on large amounts of data, and can
be fine-tuned for specific
applications, such as detecting
lesions or segmenting anatomical
structures



Finetuning general models on a well-annotated,
small-scale medical dataset

Transfer Learning

Model

Model

Label: Healthy Medical Task
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General Images




Finetuning general models on many annotated,
small-scale medical datasets
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Evolution of modeling paradigm

Task-specific Modeling Early “Foundation” Models Nowadays: Generalist Modeling
N a I
Training on small-scale, Pre-training on XX..XLarge-scale,
well-annotated data noisy data
/ o 4

Zero-shot or In-context Few-shot with
a few examples as demonstration

NLP: BERT, RoBERTa, T5, ... LLMs: GPT3, PaLM, LLaMa, ...
VL: UNITER, OSCAR, VinVL,... LMMs: Flamingo, PaLM-E, GPT-4, ...

Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vip-tutorial.github.io/202 3/index.html 9



Evolution of modeling paradigm

Task-specific Modeling Instruction-following Models Generalist Modeling
I a I
Training on small-scale, Pre-training on XX..XLarge-scale,
well-annotated data noisy data
/ \ /

Zero-shot or In-context Few-shot with
A few examples as demonstration

NLP: Chat-GPT, Alpaca, Vicuna, ... LLMs: GPT3, PaLM, LLaMa, ...
VL: LLaVa, MiniGPT4, Otter, ... LMMs: Flamingo, PaLM-E, GPT-4, ...

Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vip-tutorial.github.io/202 3/index.html 10



adog is running

1 through the grass W)

) Produce visual data
Generation

LLMs and models for image understanding and generation

| Part 3: How to make an LLM that can see and chat?

Image :
9 Consume visual data

Encoder

Part 1. How to learn image representations?

Part 2: How to extend vision models with more
flexible, promptable interfaces?

11



Part 1: Vision and Vision-Language
Pre-training

Recent Advances in Vision Foundation Models, CVPR; https://vip-tutorial.github.io/2023/index.html



Supervised Learning Contrastive Language-lmage Pre-training
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Supervised learning

« Mapping an image to a discrete label which is associated to a visual concept
« Human annotation is expensive, and the labels can be limited

 Private datasets created by industrial labs:
e JFT-300M, JFT-3BM, IG-3.6Bl2 (called weakly-supervised pre-training in this case)
 Noisy weak supetrvision, can be very powerful for learning universal image embeddings
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1 Scaling vision transformers, CVPR 2022
2 Revistting weakly supervised pre-training of visual perception models, CVPR 2022 ”



Supervised learning

« Powered architectures ranging from AlexNet, ResNet, VT, to Swin, and all the

@

modern vision backbones
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Contrastive language-image pre-training

 Learning image representations from web-scale noisy text supervision
 Training: simple contrastive learning, and the beauty lies in large-scale pre-training
« Downstream: zero-shot image classification and image-text retrieval
+ |mage classification can be reformatted as aretrieval task via considering the
semantics behind label names

(1) Contrastive pre-training (2) Create dataset classifier from label text
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1 Leaming transferable visual models from natural language supervision, ICML 2021
2 Scaling up visual and vision-language representation learing with noisy text supervision, ICML 2021
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Contrastive pre-training makes similar samples
represented more closely while pushing
different samples far away

Positive

Negative
pair



Contrastive pre-training using image
augmentations can lead to label-efficient learning
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Moco pretraining improves representation and transferability of chest x-ray models. in Medical Imaging with Deep Learning 728-744 (PMLR, 2021)



Contrastive language-image pre-training

« The idea is simple, and can be dated back to along while ago
* Inthe large-scale pre-training era: CLIPY and ALIGN!2]
« Data scale matters: Models are frequently trained with billions of image-text pairs
 Batch size matters: 32k by default; Model size matters
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1 Leaming transferable visual models from natural language supervision, ICML 2021
2 Scaling up visual and vision-language representation learing with noisy text supervision, ICML 2021



How to improve CLIP

 Since the birth of CLP tons of follow-up works and applications

. Contrastive Learning > 3. Objective functions
________________ gt
. Image Text L > 2. Model design
i Encoder Encoder
\i,'_.'_'_'_'_'_'_t'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_'_T_'_'_'_'_'_:'/

Images Texts | > 1. Data scaling up

_______________________________________________



Data scaling up

* Reproducible scaling laws for CLP training — Arch. ImageNet VIAB+ COCO
* Open large-scale LAION-2B dataset CLIP[°] WIT-400M L/14 755 558  6l.1

* Pre-training OpenCLIP across various scales Ours LAION-2B L/14 752 546 7Ll

Ours LAION-2B H/14 78.0 56.4 73.4

 DataComp: We know scale matters, how to further scale it up
* In search of the next-generation image-text datasets
 Instead of fixing the dataset, and designing different algorithms, the authors propose to
fix the CUP training method, but select the datasets instead

Choose scale Select data Train Evaluate
e i . —
: I  —
: ! N o e

1 CommonPool SHbse Y’

I -

h-d., Candidate

Choose scale: S dataset Train a CLIP model Evaluate the model
small, medium, External data with a fixed architecture on 38 zero-shot
large or xlarge sources and hyper-parameters downstream tasks

1 Reproducible scaling laws for contrastive language-image leaming, CVPR 2023
2 Datacomp: In search of the next generation of multimodal datasets, 2023



Model design: Vision-centric approach

* FLIP: Scaling CLIP training via masking

 Training: still use CUP loss, without incorporating the MIM loss
» Trck: randomly masking out image patches with a high masking ratio, and only encoding

the visible patches

 Results: turns out this does not hurt performance, but improves training efficiency

contrastive
loss
image encoder text encoder

visible patches text

masked image

Figure 2. Our FLIP architecture. Following CLIP [52], we per-
form contrastive learning on pairs of image and text samples. We
randomly mask out image patches with a high masking ratio anc
encode only the visible patches. We do not perform reconstructior

[1] Scaling language-image pre-training via masking, CVPR 2023

zero-shot accuracy (%)

69

68

3.7x speedup

—&—mask 0% (our CLIP repro.)
#—mask 50%
—©—mask 75%

50 100 150 200 250
training time (hours)
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Model design: Language-centric approach

+ K-Lite: External knowledge
« The Wiki definition of entities (or, the so-called knowledge) can be naturally used together
with the original alt-text for contrastive pre-training

,é;'.,? | Takoyaki |
Vs a7 | sumpingmaie e Enriching alt-text with entity descriptions

filled with diced octopus,

tempura scraps, pickled
ginger, and green onion.

enhances performance.

" m— Thainiig Data | Method | ImageNet-1K | ICinW (20 datasets)

A dish consisting of Dataset # Samples | | Zero-shot | Zero-shot Linear Probing Fine-tuning
thin slices or pieces of ImaceNet-21K 13M (full) | UniCL 28.16 27.15 53.07 +4.15 55.96 +250
raw fish or meat. g 13M (full) | K-LITE 30.23 33.44 53.92 + 1.05 57.81 + 148
14M (half) | UniCL 34.43 34.30 53.50 +222 56.45 +248
Figure 1: Motivating examples: knowledge YECC-14M + ijﬁ (Eaiﬂ E'tITE L iggg gggg :Z;lg +223 23213213 + 1.64
explains the content of the rare dish concepts. ImageNet-21K (half) | K-LITE : : o0 366 LA
27M (full) | UniCL 43.06 35.99 55.96 +3238 58.25 +298
27M (full) | K-LITE 45.67 38.89 57.06 +1.48 58.24 +236
WORDNET: 15M (half) | UniCL 41.64 36.31 53.86 +2.73 59.04 +3.13
Original Query Knowledge s GCC-15M + 15M (half) | K-LITE 44.26 39.53 5591 +253 58.20 +3239
Dataset Construction Acquisition o ImageNet-21K 15M (half) | K-LITE® 47.30 40.32 57.38 +2.70 60.72 +2.29

15/ x
@ o 2 'hf 5 28M (full) | UniCL 46.83 38.90 57.92 £331  60.99 +274
#"*ﬁlw 28M (full) | K-LITE 48.76 41.34 58.56 +3.12 63.39 +1.74

mage Anguage v

L:

Knowledge \\i‘kti(mm'y

L |
Language-Image Learning

Knowledge-Augmented Language-Image Learning

[1] Kdite: Learning transferable visual models with external knowledge, NeurlPS 2022
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Objective function: Fine-grained modeling

* FILIP: Fine-grained supervision
« Still dual encoder, not a fusion encoder
« But compute the loss by first computing the token-wise similarity, and then aggregating
the matrix by max pooling
« Leams word-patch alignment that is good for visualization

H Raw image FILIP CLIP
1
Cross-modal Late Interaction 1 W Image-to-text Text-to-image : ¢ L
S o — Contrastive Contrastive :
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¥ o e
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———————————————————————————————————————————— |
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Embedding e e s s sl o Raw image FILIP CLIP
Image Encoder Text Encoder ] : : \
: E H Em
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1 N
Llnear Projection Token Embedding ] : LN a
T T T T 1 : 6 6, e
. a <BOS> A cat in the basin - <FOS> 1 . .
1
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[

(c) Small white butterfly (5, 6, 7)
[1] FILIP: Fine-grained Interactive Language-Image Pre-Training, ICLR 2022
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Can CLIP be combined with other approaches?

+ = ?
Contrastive Image-Only (Non-)
Language-image Bt Contrastive — 7
Pre-training Learning
Masked Image —
Image-Only (Non-) _
Contrastive + Masked Image — 7

: Modeling
Learning



Can CLIP be combined with other approaches?

Contrastive
Language-image B
Pre-training

- - 9




Noisy label + text supervision

«  UniCL: Image-text-label space

« Aprincipled way to use image-label and image-text data together

 Ascaled-up version is the Florence model

Language-Image

A |mage Learning

Supervised / * CLIP ]

Learning * ALIGN
Learning a mapping function * CE
from image to label * SupCon L

’\\

Pros: Discriminative visual % Texd »
representations *
Cons: Limited visual concepts \

L] R N ]

. Awhite  Adog A black  Two parrots |
. dog looking catis perching on, Text
, sitting on  bashfully sleeping  a tree ‘
, acouch totheside ona branch
computer

Pros: Broad semantic coverage
Cons: Representations are not
discriminative enough

,/Label Language-Image-Label Learning

Best of both world:

Discriminative visual representations and

Broad semantic coverage

1 Unified contrastive leamning in image-text-label space, CVPR 2022
2 Forence: A new foundation model for computer vision, 2021
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Can CLIP be combined with other approaches?
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Image-only (non-)contrastive learning

+  SMCLR: ASimple Framework of Contrastive Learning of Visual Representations
« (Given one image, two separate data augmentations are applied
» Abase encoder is followed by a project head, which is trained to maximize agreement using a
contrastive loss (i.e., they are from the same image or not)
« The project head is thrown away for downstream tasks
 Nicely connected to mutual information maximization
« Acaveat of these line of methods is the requirement of large batch size or memory bank

Xj
hi Z;

| . . Encoder [ '[! Dense Relu Dense -»[ ] —

y ) Data Maximize
7 Augmentation similarity

original -—.ﬁ ——Encoder —L L} pense Reiu Dense »[TT] —
Image hj Zi
Xj
T o
Transformed Base Encoder Projection Head
Images f(.) g(.)
Downstream
tasks

1 A Simple Framework for Contrastive Learning of Visual Representations, ICML 2020
2 Momentum Contrast for Unsupervised Visual Representation Learning, CVPR 2020

contrastive loss contrastive loss contrastive loss

q-k q-k q-k
k q k q k
encoder q encoder k encoder Semping encoder m:rr::ir;t:rm
memory
k bank k
x iy 29 .

(a) end-to-end (b) memory bank (c) MoCo
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Image-only (non-)contrastive learning

* Recent SS.methods relieve the dependency on negative samples
« The use of negatives can be replaced by asymmetric architectures (BYOL, SimSiam),
dimension de-correlation (Barlow twins), and clustering (S\WaV, DINO), etc.

similarity -« loss:
® e @
predictor i stop-grad :

y P sofimax
encoder f encoder f student gy M2, | teacher got
" (x) (x)

image x °

Figure 1. SimSiam architecture. Two augmented views of one
image are processed by the same encoder network f (a backbone
plus a projection MLP). Then a prediction MLP h is applied on one
side, and a stop-gradient operation is applied on the other side. The
model maximizes the similarity between both sides. It uses neither
negative pairs nor a momentum encoder.

Figure 2: Self-distillation with no labels. We illustrate DINO in
the case of one single pair of views (x1, x2) for simplicity. The
model passes two different random transformations of an input
image to the student and teacher networks. Both networks have
the same architecture but different parameters. The output of the
teacher network is centered with a mean computed over the batch.
Each networks outputs a K dimensional feature that is normalized
with a temperature softmax over the feature dimension. Their
similarity is then measured with a cross-entropy loss. We apply a
stop-gradient (sg) operator on the teacher to propagate gradients
only through the student. The teacher parameters are updated with
an exponential moving average (ema) of the student parameters.

Bootstrap your own latent-a new approach to self-supervised leaming, NeurlPS 2020
Exploring simple siamese representation learning, CVFR 2021
Variance-invariance-covariance regularization for self-supervised learmning, ICLR 2022
Barlow twins: Self-supervised leaming via * redundancy reduction, ICML 2021
Unsupervised learming of visual features by contrasting cluster assignments, NeurlPS 2020
Emerging properties in self-supervised vision transformers, ICCV 2021



How to combine CLIP with image-only SSL?

DeCLIP: supervision exists everywhere
» Self-supervised learning on each modality: Image (SimSam), Text (MLM)
« Multi-view supervision and Nearest-neighbor supervision

Combining vision-language and self-supervised
learning improves data efficiency significantly

1
1 88M, 62.5%
] |(s6M, 60.49).-* . (400M, 59.6%)
© Original Sup. ® mSelf-SupA ®@ :\SS Multi-View Sup. (3) // 7 Nearest-Neighbor Sup. : j // A 7.1x fewer data
L 1 . / ///
cute white kitty. ] i 2 35 / K
! o
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bovtiinest |1 i o— , — ! 2 g F
e ! %50 % / DATA [15M 29M 56M 88M 400M
|  ®QQ Q | =wmeh] : £ !/ A 33? 23? e
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|
1
1
1
1
1
I

[1] Supenvision exists everywhere: A data efficient contrastive language-image pre-training paradigm, ICLR 2022



Can CLIP be combined with other approaches?
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Masked image modeling

* BEIT. BERT Pre-Training of Image Transformers
 Before pre-training, learn an “image tokenizer” via VQ-VAE/GAN, where an image is
tokenized into discrete visual tokens
 Similar approaches have been used for image generation, such as DALLE, Parti.
« Randomly masking image patches, pre-train the model to predict masked visual tokens
« Canbe understood as knowledge distillation between the image tokenizer and the BEIT
encoder, but the latter only sees patrtial of the image

Visual Tok i Unused During Reconstructed |
fsual fokens i Pre-Training Image
( 123 234 456 567 | /////i gf 4 |
Cl .2 ;
s £ 987 876 765 543 { o o ' . .
(o] I et | ) s ]
.:;3.:;‘: — Az zaisos aas |77V | DOOOURN |- LR | Strong model finetuning performance
i ! 1 :
/ 211 322433544 'L\\\\J} - o
= _‘ 2?4 4?6 8¥6V 7(155 \\"*3?2
P'"t‘age | 1 I Masked Image Modeling Head |
atches ’
- | i N i
=TT ) (6 )
Blockwisel
Masking BEIT Encoder 65 1] = DeiT (Training from scratch)
E- === BEIT (Fine-tuning)
- =il * Position 1
: 60 T T : v v
T WFW MEIEAEEEEE e T P epochs
TR = (e R S | e RoLhs

1 BEIT: BERT Pre-Training of Image Transformers, ICLR 2022
2 iBOT: Image BERT Pre-Training with Online Tokenizer, ICLR 2022
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Can CLIP be combined with other approaches?
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Shallow interaction of CLIP and MIM

« Tums out image features extracted from CLIP are a good target for MIM training

 Captures the semantics that is missing in MIM training
Y

Guidance

Guidance

PRy Multimodal

Tokenizer

Masked Image Modeling

CUE Ha¥

Patches Token-level Information

o= —» ViT / Semantic

Reconstruction

Nearest l,-norm
Neighbor
Lookup

12 23 34 45
98 876 65 321
34 78 789 100
99 888 777 666

Input Image ViT +1,-norm* O

N xD

Tokenizer ~xD»
Decoder

Encoder

Visual Tokens

Straight-Through Gradients

1 MVP: Multimodality-guided Visual Pre-training, EOCV 2022
2 BHTv2: Masked Image Modeling with Vector-Quantized Visual Tokenizers, 2022

Approach 1 (MVP):
regress CLIP features

Approach 2 (BEIT v2): compress the
information inside CLIP features into
the visual tokens, then perform
regular BEIT training
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Shallow interaction of CLIP and MIM

 This approach is further popularized by the EVAseries of work

Scaling up
MIM Pre-training
(30M image data, 150 ep) Downstream Transfer
( \ + Image Classification
* Video Action Classification g 82.0
Object Detection é‘ 82.0
Instance Segmentation § 79.8
3 80.0
Semantic Segmentation =
Scaling up Larger CLIP 5 78.0
Y 2 76.0
& 74.7
<
E74.0
3 EVA-01-CLIP
2 2.0 EVA-02-CLIP
= : ~
g 70.0 | | v()pcn( LlP,
0.1B 0.4B 1.3B  25B 5.0B

model parameters (log-scale)

Figure 1: Summary of CLIP models’ ImageNet-1K zero-shot
classification performance. The diameter of each circle corre-
sponds to forward GFLOPs x the number of training samples.

1 EVA Exploring the Limits of Masked Visual Representation Learning at Scale, CVPR 2023
2 EVA-CLIP. Improved Training Techniques for CLIP at Scale, 2023
3 EVA-02: AVisual Representation for Neon Genesis, 2023.

MIM training

/\
modular - cls
reusable j;— CLIP MIM — det
Model Model
scalable seg
L

CLIP training

Figure 3: Alternate learning of MIM and CLIP representations.
Starting with a off-the-shelf CLIP(e.g., OpenAl CLIP [95]), alternate
training of the pure MIM visual representations as well as vision-
language CLIP representations can improve both MIM and CLIP
performances in a bootstrapped manner. The MIM representations
can be used to fine-tune various downstream tasks while the (frozen)
CLIP representations enable modular, reusable and scalable next-
gen model design.
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Can CLIP be combined with other approaches?

Contrastive

Pre-training

Image-Only (Non-)

Contrastive
Learning

-+

Language-image il s

-+
+

Supenvised
Learning

Image-Only (Non-)
Contrastive
Learning

Masked Image
Modeling

Masked Image
Modeling

'O




adog is running

1 through the grass W)

) Produce visual data
Generation

LLMs and models for image understanding and generation

| Part 3: How to make an LLM that can see and chat?

Image :
9 Consume visual data

Encoder

Part 1. How to learn image representations?

Part 2: How to extend vision models with more
flexible, promptable interfaces?
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Part 2: Towards Generic Vision
Interface

How to design vision interface that Is
Interactive and promptable?

Recent Advances in Vision Foundation Models, CVPR; https://vip-tutorial.github.io/2023/index.html



Lessons from LLMs




Lessons from LLMs

Decoder LLMs
(e.g., GPT-3)




Lessons from LLMs

_ Unification — Decoder LLMs auch il Conversational Al
(8.9, GPT3) ULl (e.g., ChatGPT)




Lessons from LLMs

Decoder LLMs Human-Al Conversational Al
(e.g., GPT3) Interaction (e.g., ChatGPT)

_/
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2018-2022



Lessons from LLMs

_ Unfication — Decoder LLMs Human-Al _ Conversational Al
(e.g., GPT3) Interaction (e.q., ChatGPT)

h _/
o

2018-2022

Vision

44



Lessons from LLMs

_ Unfication — Decoder LLMs Human-Al Conversational Al
(e.g., GPT3) Interaction (e.q., ChatGPT)

b /
~
2018-2022
— Unffication - ’) Human-Al ,?

— Al
Interaction

Vision
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Unique Challenges in Vision: Modeling

Modality

!

Viulti=-sense

E
P ——

Caption Depth Video Reasoning
DD
ﬁ | 1"\[((1‘. lt"V.'n"_‘. | g(l!.".‘l f).l'lltl,'l.'.'i'
X -m-nmnmul;
> w "
Visual Question . lime
Answering < P
c i : i
Coarse 3
ArSCC . Flowss,
Classification Action Recognition

Fin e-grui%

Space Object Detection Segmentation Object Tracking

Image Source: Project Elorence



Unigue Challenges in Vision: Modeling

a) Different types of inputs: ™ T
Temporality: static image, video sequence "
Multi-modality: w/text, w/audio, etc.

Visual Question
Answering

lime

g

s s ‘* ..........
Fine-grained ‘ o

S l:-:-'

A

F

|-l.l

: e o
SP«“( Object Detection Segmentation

Image Source: Project Flgrence



Unigue Challenges in Vision: Modeling

\In‘i':{-'i‘.

a) Different types of inputs: g

Temporality: static image, video sequence |

Multi-modality: witext. w/audio, etc. '}.m
s i
A o st wames tiig | !

. ecapcatibe

l::.’.sA." (M

Caption Depth
v .
RS -~ k ‘.'-'
,m,‘ . 1
. - ¥
,.»-—\
» - . ("I'\,':‘l"‘ {erre il Stutic

Nowmary vctuoora? |

Visual Question

Answering ‘“ <

'ime

b) Different granularities of tasks: ction  Segmentation Object Tracking
Image-level: classification, captioning, etc.

Region-level: object detection, grounding, etc.

PixeHevel: segmentation, depth, SR, etc.

Image Source: Project Elorence



Unigue Challenges in Vision: Modeling

a) Different types of inputs: f

Vol cns

Temporality: static image, video sequence
Multi-modality: w/text, w/audio, etc.

- Ll -
Caption

Visual Question - Time
Answering "‘ 27 m |
Coarse ‘n‘ e .
" ¢) Different types of outputs:

/ - Spatial: edges, boxes, masks, etc.

s ae W 1 ' Semantic: class labels, descriptions, etc.
ine-grained - e

b) Different granularities of tasks: ction  Segmentation Object Tracking
Image-level: classification, captioning, etc.

Region-level: object detection, grounding, etc.

PixeHevel: segmentation, depth, SR, etc.

Image Source: Project Elorence
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Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vlp-tutorial.github.io/2023/index.html

Attempts towards General Vision

Closed-set Open-world
Classification Recognition
AlexNetll]l, ResNet, ViT] CLIPH4, ALIGNS], FLORENCE®!

Text

Pepper the
aussie pup |||—> l i l l
= 3 [ o [

Transformer Encoder ’ L
i LTy | T [T | L [T
. ' I LT [T | LT | . I Ty
Lme'lr PrOJecuon of Flanened Palches I I
mage L | |bT | LT BT . 51N
Encoder

.....

% INTy [InT2 [ InTs | .. |InTN

Krizhevsky et al. "Imagenet classification with deep convolutional neural networks.“. NeurIlPS 2012

He et al. "Deep residual learning for image recognition.” CVPR 2016.

Dosovitskiy et al. "An image is worth 16x16 words: Transformers for image recognition at scale.”“ ICLR 2021.
Radford et al. Learning transferable visual models from natural language supervision, ICML 2021

Jia et al. "Scaling up visual and vision-language representation learning with noisy text supervision." ICML 2021.
Yuan et al. "Florence: A new foundation model for computer vision." arXiv 2021.
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Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vlp-tutorial.github.io/2023/index.html

Attempts towards General Vision

Closed-set Open-world
Classification Recognition

Specialist Generalist
Models Models

Pixel2Seqv2[4], UnTAB[5], OFA6], Unified-

Detectionll, Segmentationi2], VQAI3I

Outputs: b b oX
softmax regressor

Rol FC FC
pooling

layer r DFCDS

Rol feature
VeCtO r For each Rol

Girshick. "Fast r-cnn." CVPR 2015.

He et al. "Mask r-cnn." ICCV 2017.

Antol et al. "Vqa: Visual question answering." ICCV 2015.

Chen et al. "A unified sequence interface for vision tasks." Neur|PS 2022.

Yang et al. "Unitab: Unifying text and box outputs for grounded vision-language modeling." ECCV 2022.

Wang et al. "Ofa: Unifying architectures, tasks, and modalities through a simple sequence-to-sequence learning framework." ICML 2022.
Lu et al. "Unified-io: A unified model for vision, language, and multi-modal tasks." ICLR 2022.

Zou et al. "Generalized decoding for pixel, image, and language.” CVPR 2023.
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Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vlp-tutorial.github.io/2023/index.html

Attempts towards General Vision

Closed-set Open-world
Classification Recognition
Specialist

Models

Bao et al. BET: BERT Pre-Training of Image Transformers, ICLR 2022.

He et al. "Masked autoencoders are scalable vision learners.” CVPR 2022..

Caron et al. "Emerging properties in self-supervised vision transformers." ICCV 2021.
Kirillov et al. "Segment anything." arXiv 202 3.

Wang et al. "Seggpt: Segmenting everything in context." arXiv 2023.

Zou et al. "Segment everything everywhere all at once." arXiv 2023.

Generalist
Models

Representation

Learning

BEITH, MAER], DINOI!

s encoder — decoder

Chl T
EEETH
L

- ENEEE
EEELE
Y
b I D |

o o
EHE b |
[ [

| Pl
B dka

target

Promptable
Interface

SAMH, SegGPTB, SEEME]



Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vlp-tutorial.github.io/2023/index.html

Attempts towards General Vision

Closed-set
Classification

Specialist
Models

Representation
Learning



Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vlp-tutorial.github.io/2023/index.html

Attempts towards General Vision



Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vlp-tutorial.github.io/2023/index.html

Intuition: language as the
common space to share

informaton

Benefit: Zero-shot transfer to Openworld: Intuition: language, spatial
novel vocabularies Bridge vision with | prompts and beyond
language | Benefit: Reduce the ambiguity
~ | of expressing human intents

Generalist: Interface:
Unify different Take various
- granularities prompts

Intuition: vision is multi-task,
multi-granularity
Benefit: Build synergy across

task granularities




. Bridge Vision with Language

Bridge vision with
language

Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vip-tutorial.github.io/202 3/index.html



Bridge Vision with Language

Image Classification  Object Detection Segmentation

semantic e & |

e.g., CUP[1] e.g.,GUP[2] e.g., MaskCLIP[3]

Language @&

e.g, MiT [4] e.g., DETR[5] e.g., Mask2Former [6]

Label e

granularity
@ @ L >

Image Region Pixel

1 Radford et al. "Learning transferable visual models from natural language 4 Dosovitskiy et al. “An image is worth 16x16 words: Transformers for image recognition at

supervision." ICML, PMLR, 2021 scale.”_ICLR, 2021 | | |
2 Liet al. "Grounded language-image pre-training." CVPR, 2022 5 Carion et al. "End-to-end object detection with transformers.” ECCV, 2020
3 Zhouet al. "Extract Free Dense Labels from CLIP." BEQC\V 2022 6 Cheng et al. "Masked-attention mask transformer for universal image

segmentation.”" CVPR. 2022
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Bridge Vision with Language

Image Classification  Object Detection Segmentation

semantic e & |

e.g., CUP[1] e.g.,GUP[2] e.g., MaskCLIP[3]

Language @&

e.g, MiT [4] e.g., DETR[5] e.g., Mask2Former [6]

Label e

granularity
@ @ L >

Image Region Pixel

1 Radford et al. "Learning transferable visual models from natural language 4 Dosovitskiy et al. “An image is worth 16x16 words: Transformers for image recognition at

supervision." ICML, PMLR, 2021 scale.”_ICLR, 2021 | | |
2 Liet al. "Grounded language-image pre-training." CVPR, 2022 5 Carion et al. "End-to-end object detection with transformers.” ECCV, 2020
3 Zhouet al. "Extract Free Dense Labels from CLIP." BEQC\V 2022 6 Cheng et al. "Masked-attention mask transformer for universal image

segmentation.”" CVPR. 2022
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Bridge Vision with Language

Image Classification ~ Object Detection Segmentation Labels Labels
semantic R &2 -
N | c RIBIXK c RIBIxIBI
U'W u'v
e.g., CUP[1] e.g., GUP[2] e.g., MaskCLIP[3] U e RP*IBl W c pPxKE U e RV¥IBl v ¢ pP*IB
Language @&
Visual ; Visual Text
encoder Enlzeel encoder encoder
Images Images Language
e.g, MiT [4] e.g., DETR[5] e.g., Mask2Former [6]
Label @
granularity
@ @ & >

Image Region Pixel

1 Radford et al. "Learning transferable visual models from natural language 4 Dosovitskiy et al. “An image is worth 16x16 words: Transformers for image recognition at

supervision." ICML, PMLR, 2021 scale.”_ICLR, 2021 | | |
2 Liet al. "Grounded language-image pre-training." CVPR, 2022 5 Carion et al. "End-to-end object detection with transformers.” ECCV, 2020
3 Zhouet al. "Extract Free Dense Labels from CLIP." BEQC\V 2022 6 Cheng et al. "Masked-attention mask transformer for universal image

segmentation.”" CVPR. 2022
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Image Classification  Object Detection

semantic 8 & &

Bridge Vision with Language

4 .

Segmentation

e.g., CUP[1] e.g.,GUP[2] e.g., MaskCLIP[3]
Language @&
e.g,MT [4 e.g., DETR[5] e.g., Mask2Former [6
bl o SOMTHEl  eg,DERE] eg 6]
granularity
L @ @ >
Image Region Pixel

1 Radford et al. "Learning transferable visual models from natural language

supervision." ICML, PMLR, 2021

2 Lietal "Grounded language-image pre-training.” CVPR, 2022
3 Zhouet al. "Extract Free Dense Labels from CLIP." BECC\V/ 2022

Labels Labels
c R|B|><K c R|3|X|B|
U'w U'v
UERPX|B| WERPXK UERPKlBl Vv ERPX|B|
Visual |' Embedding \‘. Visual / Text )
encoder /

encoder \\ encoder

-
-

Images T Images Language

Replace labels with concept names, and use text
encoder to encode all concepts as they are
language tokens

4 Dosovitskiy et al. “An image is worth 16x16 words: Transformers for image recognition at

scale.” ICLR, 2021

5 Carion et al. "End-to-end object detection with transformers.” ECCV, 2020
6 Cheng et al. "Masked-attention mask transformer for universal image

segmentation.”" CVPR. 2022
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Bridge Vision with Language for Segmentation

- Segmentation tasks:

 Generic segmentation (semantic/instance/panoptic segmentation)
 Referring segmentation (segment image with specific text phrase)

Methodologies:
Initialize from CLIPvs.
Weakly supervised training v.s.
Two-stage v.s.

SOpena1 B Vicrosoft Google

CLIP MaskCL P LSeg MaskCL [P* X-Decoder ODISE DataSeg

GroupVviT ~ Mask-adaptive  gaN OpenSeeD

T g W
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walking in the ...

Bridge Vision with Language for Segmentation

» GroupViT: Learn to group semantic similar regions by learning from image-text
pairs from scratch:

« Bottom-up grouping using a novel grouping block

. Topdown Image-text supervision for visual-semantic alignment

Tralnlng

L -]

Cat walking in the = Royal Caribbean
snow. Grey cat International
Oasis of the ...

GroupViT

Zero-shot Transfer

Student on the
Quad with a dog
and Frisbee

- - —» Contrastive Loss |<- - -

cat

A delivery worker _
on a motorcycle.

-

Text Encoder

<—

motorbike —
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(J Image Token Transformer Layers
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Linear Projection
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Text Encoder —

f

Two elephants in the jungle this morning

(a) GroupViT Architecture and Training Pipeline
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(b) Grouping Block
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Bridge Vision with Language for Segmentation

O OpenSeg: Weakly supervised learning by enforcing fine-grained alignment
between textual features and mask-pooled features.

©®Leam from image-text pairs and local narrations.

O A pretrained mask proposal network is used.

Image/Ground-truth

[ Region-word grounding loss ] §
gf\
oR
Eec== ﬁ i
KxD NxD g
A Ev
]
Mask-based pooling QA
)
F. 99
T T 3E
F I S Segmentation 22
HxXWxD NxHXW loss gg
T K =5
T T M HxW ~
Word F,  Cross- . .
encoder Backbone attention COCO Train mloU Grounding mloU
module label mask cap.|A-847 PC-459 A-150 PC-59 COCO [A-847 PC-459 A-150 PC-59 COCO
T ALIGN X X X 4.8 3.6 9.7 18.5 15.6| 17.8 21.8 25.7 34.2 28.2
A big stuffed bear i aaEa! Class-agnostic ALIGN w/proposal | X v X 5.8 4.8 12.9 224 179|173 19.7 25.3 32.0 23.6
sitting on a bench 0 segmentation LSeg+ /X 3.8 7.8 18.0 46.5 55.1| 10.5 17.1 30.8 56.7 60.8
outside a store 9 uxe annolatons OpenSeg X < 7| 63 9.0 21.1 42.1 36.1| 21.8 32.1 41.0 57.2 48.2
OpenSeg w/L. Narr.| X v v | 6.8 11.2 24.8 45.9 38.1|/25.4 39.0 45.5 61.5 48.2
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Bridge Vision with Language for Segmentation

O OpenSeg: Weakly supervised learning by enforcing fine-grained alignment
between textual features and mask-pooled features.

©®Leam from image-text pairs and local narrations.

O A pretrained mask proposal network is used.

Image/Ground-truth

[ Region-word grounding loss ] §

v (e Rdpooling 3

A ﬁ Maskdd pooling &

@

Mask-based pooling QA

)

F. 99

T T EE

F m_ S Segmentation 22

HxWxD NxHXW loss gg

I A .1 59

k T / M HxW ~

Word F,  Cross- . .
Rl Backbone > attention COCO Train mloU Grounding mIoU

module label mask cap.|A-847 PC-459 A-150 PC-59 COCO|A-847 PC-459 A-150 PC-59 COCO
T T ALIGN X X X 4.8 3.6 9.7 18.5 15.6| 17.8 21.8 25.7 34.2 28.2
A big stuffed bear i aaEa! Class-agnostic ALIGN w/proposal | X v X 5.8 4.8 12.9 224 179|173 19.7 25.3 32.0 23.6
sitting on a bench 0 segmentation LSeg+ v v X 3.8 7.8 18.0 46.5 55.1| 10.5 17.1 30.8 56.7 60.8
outside a store 9 uxe annolatons OpenSeg X < 7| 63 9.0 21.1 42.1 36.1| 21.8 32.1 41.0 57.2 48.2
OpenSeg w/L. Narr.| X v v | 6.8 11.2 24.8 45.9 38.1|/25.4 39.0 45.5 61.5 48.2
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Bridge Vision with Language for Segmentation

O OpenSeg: Weakly supervised learning by enforcing fine-grained alignment
between textual features and mask-pooled features.

©®Leam from image-text pairs and local narrations.
O A pretrained mask proposal network is used.

Image/Ground-truth

[ Region-word grounding loss ] §

4 a~

" = [ &d pooli ]

A ﬁ Maskdd pooling |

@

Mask-based pooling QA

@D

F. 99

T T 3E

F m_ S Segmentation 2‘3

HxWxD NxHXW loss gg

I A .1 59

k T / M HxW ~

Cross-
er\:\ég:jder Backbone -7'_3: attention COCO Train mloU Grounding mIoU

module label mask cap.|A-847 PC-459 A-150 PC-59 COCO |[A-847 PC-459 A-150 PC-59 COCO
0 i ALIGN X X X | 48 36 9.7 185 156| 17.8 21.8 25.7 342 28.2
A big stuffed bear ===  Class-agnostic ALIGN w/proposal | X v X 5.8 4.8 12.9 224 179|173 19.7 25.3 32.0 23.6
sitting on a bench L L LF segmentation LSeg+ / < X | 38 7.8 18.0 46.5 55.1] 10.5 17.1 30.8 56.7 60.8
outside a store 9 uxe annolatons OpenSeg X < 7| 63 90 21.1 42.1 36.1] 21.8 32.1 41.0 57.2 482
OpenSeg w/L. Narr.| X v v | 6.8 11.2 24.8 45.9 38.1|/25.4 39.0 45.5 61.5 48.2

Image-text pairs helps, and local narrations further improve the performance

65



Bridge Vision with Language for Core Vision

Image Classification  Object Detection Segmentation

E 4[‘

semantic & ¢ &
e.g., CUP[1] e.g,GUP[2] e.g., MaskCLIP[3]

Language @

e.q, VT[4 e.qg., DETR[5] e.q., Mask2Former [6
bl b gMT[4]  eg,DER[5] eg (6]

granularity
L L & >

Image Region Pixel




Bridge Vision with Language for Core Vision

Image Classification Object Detection Segmentation

somantic  T8F L = 1 —a  shessssesbe

These models recognize open-world
concepts but are still mostly task-specific

Language &

e.q,MT[4 e.q., DETR[5] e.qg., Mask2Former [6
bl b gMT[4]  eg,DER[5] eg 6]

granularity

® L ®
Image Region Pixel



Bridge Vision with Language for Core Vision

Image Classification Object Detection Segmentation

LN e —

Connect tasks horizontally across
different granularities

el €.0, COP 1] €0, GOP[Z] E.0., VIESRCOP [3]
Languag
e.q, VT [4 e.qg., DETR[5] e.q., Mask2Former [6
bel 4 VT[4  eg,DER[S] eg 6]
granularity
® * o >

Image Region Pixel



. Unify Different Granularities

Unify different
granularities

Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vip-tutorial.github.io/202 3/index.html



Unify Different Granularities

Image Classification ~ Object Detection Segmentation

semantic “ g -
R

A

Box Annotation
e.g., CUP[1] e.g,GUP[2] e.g.,MaskCLIP[3] (COCO, 0365)
Language @
bel o eg MT[4] eg,DER[5] e.g., Mask2Former [6] |mage Annotation
| (ImageNet, LAION)
granularity
° ° . >

Image Region Pixel

Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vlp-tutorial.github.io/2023/index.html
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Unify Different Granularities

Image Classification ~ Object Detection Segmentation
semantic ¢ 4
‘\?‘| v

From coarse-grain to fine-grain: rich semantics

From fine-grain to coarse-train: better grounding

Label ® e.g, ViT [4] e.g.,DlgEI'R[S] e.g., Mask2Former [6] |mage AnnOtatiOn
(ImageNet, LAION)

| granularity
° ® ® >
Image Region Pixel

Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vlp-tutorial.github.io/2023/index.html



Unify Different Granularities

* Taskswe are considering:
* Image-level: image recognition, image-text retrieval, image captioning, visual
guestion answering, etc.
 Redqion-level: object detection, dense caption, phrase grounding, etc.
* Pixel-level: generic segmentation, referring segmentation, etc.

* Two types of unifications:

. convert all outputs into sequence.

. share the commons maximally but with respect to
the differences.



Unify Different Granularities

Outputs
A B’ Z
L decode 4]
Sequence
Output
Unification

Inputs

Convert all outputs into sequence and
to cormresponding outputs

Outputs
A B’ Z

Lfjlnbine ‘

I Shared output types

Function
Unification

Inputs

Predict shared output types and
one or more to produce the
final outputs



Outputs Unification

 Convert both inputs and outputs into sequences:

* Inputs: Text asit is or add some prefixes; Image into a sequence of tokens (not
necessarily)

 Outputs: Boxes: a sequence of coordinates (top left + bottom right); Masks: a
seguence of polygon coordinates encompassing mask; Key points: a sequence

of coordinates.

Bt Microsoft ~ Google ~ Google €2 Alibaba

UniTab Pix2Seqv2 UVIM OFASYS VisionLLM

Pix2Seq OFA Perceive-10 Unified-10 Painter PALI-X

Google €2 Alibaba Ai2 3SAAL Googe




Outputs Unification

» UniTab and Pix2SeqvZ: Unify text and box outputs with no specific modules

Grounded captioning: UniTAB Decoder Vocab. <obj> A donut <90> <83> <184> <180> <\obj> on

Grounded Caption

e e (% ([ RS e S | e Method —|pgy N G5 Pl Pl

Couton 2w |~ 8= |[— <°:z;,ém:,:z?:::;>:;f::ssfzfsgszw =1 EETRE |BEL Bl BRE 1| - -

next to a cup of latte. ... ... <obj> f latte <10> <7> <94> <113> <\obj> Yoms8ax ¥ GVD [Ni] 27.3 225 62.3 16.5| 7.55 22.2

e | theorem | <199> e — b Cyclical [50] | 26.8 22.4 61.1 168 | 8.44 22.78

et =2 oo ey g O POS-SCAN [¢5](30.17 22.6" 69.3" 16.87| 717 17.49
encoder : Chen et al. [9] [27.2 22.5 62.5 16.5| 7.91 21.54

%‘;}:fg:gf;i:::g?e? — v T1osShsfalp St St <i-etb- [ﬁe?:t)?gtf’awt?rplatel UniTAB 30.1 23.7 69.7 17.4(12.95 34.79

[cup of latte}

white

UniTAB

decoder . : ; . . .

.  a— bj> plate <78> <84> <186> <199> <\ob, b,

Object localzaton | B ‘ Sl S S Grounded Captioning Evaluation
X 2 —J <7> <94> <113> <\obj>

Ymin=327 Xmin=370 Ymax=653 Xmax=444 train ......

- Common vocabulary: text and — ;
coordinates are both tokenized and S
put into the same vocabulary

« Task prefix: requires atask prefix to S
determine which task the model is oo
coping with

~—»  yo=8 Xxg=4 ¥y1=99 x1=97 y;=99 x,=97 ......

¥

’ Nose Ymin=1 Xmin=57 left eye ...... l

\

[A person working in mechanical shop with two mopeds outside,]

[Describe]
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Functionality Unification

* Vision tasks are not fully isolated:

« Box outputs: shared by generic object detection, phrase grounding, regional captioning
« Mask outputs: shared by instance/semantic/panoptic segmentation, referring segmentation,
exemplar-based segmentation, etc.

+ Semantic outputs: shared by image classification, image captioning, regional captioning,
detection, segmentation, visual question answering, image-text retrieval, etc.

09
| | EWF
00 NYU m= Microsoft

UniT MDETR UniT3D Uni-Perceiverv2 OpenSeeD

GPV GLIPV2 UNINext X-Decoder
/\I2 a5 Microsoft ByteDance a5 Microsoft
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Functionality Unification

Attention Pool 1< SPE >

. . - Flatten —@\E ‘:____i_-_b__I_::'
» UniPerceiver-v2: aunified decoder - S i

#Piotal = #Pp1 + #Ppr + #Pp ! ball on the grass !

general b e e

i i .. = < .
Is exploited for many vision il ] LiOo
. a {Flie 3 i
understanding tasks _ ; ‘~° U
Images ) :
(_Image Encoder fimage it

Eqproposal‘: P
Our Generalist Model — Uni-Perceiver v2 g \: )
General Task Adaptation |, | s § 2 0

: sem box maski § E ifi
Image Classification _’qlql ““““““ oo =§ D E_> ;Jer::::r
mage — B Object Detection ey \: q?i";lﬂ“(iggi‘;") O g

™ Instance Segmentation | meream | O 5 i | D :
Dgeneral = . —» | | E
ot — BB Image-Text Retrieval qf}e‘" _______ q,‘g"x ______ q ,'}‘aSk 5 [:] :

Image Captioning P ;--_—t--_:\ —
. | qtex :
| A dog playing | )
Wia sports ) Text Encoder fiext —_— C]
(O

________
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ll. Promptable Interface

Take various
prompts

Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vip-tutorial.github.io/202 3/index.html



- " 11 7
How to Enable Vision Model to “Chat
Decoder LLMSs Human-Al Conversational Al
(e.g., GPT) Interaction (e.g., ChatGPT)
Models ™ Interaction .



How to Enable Vision Model to “Chat”

* We need to build a promptable interface with two important
properties:

« Promptable for in-context learning: Instead of finetuning the model
parameters, simply providing some contexts will make the model predict

* Interactive for user-friendly interface: multi-round of interaction between
human and Al is important to finish complicated tasks




In-Context Leaming for Vision

* Visual Prompting via Image Inpainting:
« Concatenate in-context sample with query into a single image
« Askmodel to inpaint the missed part of the image grid

Concatenate
into single
image

Task Input Task Output  Query
Example Example

%
oo "’

: \i
Edge detection Colorization Inpainting Segmentation Style transfer
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In-Context Leaming for Vision

* SegGHT: Segment Everything as in-context learning

o Y

objects in a video
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Interactive Interface for Vision

» SAM: Segment Anything
* Promptable segmentation

valid mask valid mask annotate

lightweight mask decoder model data
! L e o
model
| imaie Segment Anything 1B (SA-1B):
encoder
o — s + 1+ billion masks [
. © ot orith ‘ fnc?dir * 11 million images ‘,
® black ears : . privucy respecling h ‘ w‘
- T ) T * licensed images = ? e
segmentation prompt image prompt image
(a) Task: promptable segmentation (b) Model: Segment Anything Model (SAM) (c) Data: data engine (top) & dataset (bottom)

= —EB—» mask decoder
image |
encoder T t T
/ conv prompt encoder
: i f f f !
Image en:::::l%el ng mask  points box text

valid masks



Interactive Interface for Vision

» SAM: Segment Anything

Text Prompt: Bench Grounded-SAM Output Stable-Diffusion Inpainting
A Sofa, high quality, detailed

[ SAM for Medical Images J

. H&E stained 7
Imaging CT ~ Colonoscopy . . . Others
e histological sections
format T
Multi-phase li\{er tumor Organ [146] Multi-o 821, 71 | Brain extration Tumor [.149] Polyp segmentation [30], [32], [36], [37], [151] Tumor segmentation Skin cancer | (Cell segmentation [158] Robotic surgery GazeSAMI160]
sgmentation [145] sgmentation sgmentatiol [148] ; segementation [31], [150] [34], [35], [38], [152], [153] Tissue segmentation [156] segmentation  Gland segmentation [159]
[157]

[154], [155] Cell nuclei segmentation
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Interactive Interface for Vision

« SEEM: Segment Everything Everywhere all at Once

Panoptic Instance  Semantic Box Scribble Cross Style Text+Visual

Person in blue.

v e

l No Prompt & l T & | Visual Prompts @ | J \1 Text Prompt / / ! Ref Prompt & 1 '\“\ Composition 1/
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Recent Advances in Vision Foundation Models, CVPR 2023-2024; https://vlp-tutorial.github.io/2023/index.html

Intuition: language as the
common space to share

informaton

Benefit: Zero-shot transfer to Openworld: Intuition: language, spatial
novel vocabularies Bridge vision with | prompts and beyond
language | Benefit: Reduce the ambiguity
~ | of expressing human intents

Generalist: Interface:
Unify different Take various
- granularities prompts

Intuition: vision is multi-task,
multi-granularity
Benefit: Build synergy across

task granularities




adog is running

1 through the grass W)

) Produce visual data
Generation

LLMs and models for image understanding and generation

| Part 3: How to make an LLM that can see and chat?

Image :
9 Consume visual data

Encoder

Part 1. How to learn image representations?

Part 2: How to extend vision models with more
flexible, promptable interfaces?
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Part 3: Multimodal LLMs

How to make an LLM that
can see and chat?

Recent Advances in Vision Foundation Models, CVPR; https://vip-tutorial.github.io/2023/index.html



Gato network with the same weights can play Atari, caption
Images, chat, stack blocks with a real robot arm and much more

Reed, S. et al. A generalist agent. In Transactions on Machine Learning Research (2022).



Data from different tasks and modalities Is serialized into a flat
sequence of tokens, batched, and processed by a transformer
neural network akin to a large language model.

A mages Batched d ked
nd d te actions hifted 4
“ +" “
I'm going t I
Batched input
Images, prop pt.
and continuous actions
=2
f & N I 7
Images d
questions Pro p
.......
E::l 0: What the picturae? ;
A: I t t “
c
[ [:H

Reed, S. et al. A generalist agent. In Transactions on Machine Learning Research (2022).



Flamingo Is a visual language model that take as input visual
data interleaved with text and produce free-form text as output

Output: text

. Pretrained and frozen R :
) a very serious cat.

i o e *

| I

n n-th GATED XATTN-DENSE

>

Perceiver Perceiver :
Resanpiet sesatpiel ~ astlmblock
! " 1st GATED XATTN-DENSE
Processed text T

<image> This is a very cute dog.<image> This is

Interleaved visual/text data

This is a very cute dog. x This is
|

Alayrac, J.-B. et al. Flamingo: a Visual Language Model for few-shot learning. In Advances o1
in Neural Information Processing Systems (eds Oh, A. H. et al.) 35, 23716-23736 (2022).




Large Multimodal Models: Image-to-Text Generative Models

] Model Architectures
* (Pre-trained) Image Encoder and Language Models
* Trainable modules to connect to two modalities

Adog lying on the grass next to a frisbee Language
4
Language Model

Connection Module

Vision Encoder

Image



Large Multimodal Models: Image-to-Text Generative Models

d Training Objective
» Cross-Attended Image-to-Text Generation
« Autoregressive loss on [Eials[UEle[sXelU]i o]0l

Tokens to Predict

ARG T T

Next Token

.
alafay YT

Visual Tokens Text Tokens

Tokens to Attend
PPPP D




Example 2: LMM with Interleaved Image-Text Data

 Flamingo:

Language Model

Connection Module

Vision Encoder

Output: text

. Pretrained and frozen = :
(™ a very serious cat.

el i —

—

| n-th GATED XATTN-DENSE
Perceiver Perceiver :

o U

1st GATED XATTN-DENSE

e

Processed text

|<image> This is a very cute dog.<image> This is

Interleaved visual/text data

A R
n =

This is a very cute dog.| &

This is

Pre-trained: 70B Chinchilla

Perceiver Resampler
Gated Cross-attention + Dense

Pre-trained: Nonrmalizer-Free ResNet (NFNet)
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Example 2: LMM with Interleaved Image-Text Data

 Flamingo: Multimodal In-Context-Learning

Input Prompt

| This is a
3 chinchilla. They
e | are mainly found
| in Chile.

This is a shiba.
They are very
popular in Japan.

This is

2+1=3

Emerging
Property

v

™ Completion

.

a flamingo.
They are found
in the
Caribbean and
South America.

3x6=18
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Flamingo rapidly adapts to various image/video

understanding tasks with few-shot prompting

” Completion |

a flamingo.
They are found
in the
Caribbean and
South America.

Arles.

) Input Prompt
-
hi T:i,f]is :‘h This is a shiba.
:re":ailm? found They are very This is
in Chile. POPUIAT AL Jspan:
\
>
Wha_t 13 tl_le u e WhCl"C A e What is the name
of this painting? painting R
Answer: The displayed? :Li et did :{;i
Hallucinogenic Answer: Louvres ’ Xzss\}:::t .
Toreador. Museum, Paris. 2
-
{
Output: AVE Output:
JNDERGROUND - = 'CONGRESS . ™= " " Output:
n - Underground ¥9 400 Congress
.

"Soulomes"'

Alayrac, J.-B. et al. Flamingo: a Visual Language Model for few-shot learning. In Advances
in Neural Information Processing Systems (eds Oh, A. H. et al.) 35, 23716-23736 (2022).
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Flamingo Is also capable of multi-image visual
dialogue without further training

This is a picture of two teddy
bears on the moon.

What are they doing?

They are having a
conversation.

What object are they using?
It looks like a computer.
Is this surprising?
Yes, it is surprising.

Why is this picture surprising
to you?
I think it is surprising because

teddy bears are not usually
found on the moon.

What is the common thing
about these three images?

(> They are all flamingos.

What is the difference be-
tween these three images?

The first one is a cartoon, the

second one is a real flamingo,

and the third one is a 3D
(™ model of a flamingo.

This is an apple with a sticker
on it.

What does the sticker say?
The sticker says "iPod".
Where is the photo taken?

It looks like it's taken in a
backyard.

Do you think it is printed or
handwritten?

It looks like it’s handwritten.
What color is the sticker?

It’s white.

This is a cityscape. It looks
(™ like Chicago.

What makes you think this is
Chicago?

I think it’s Chicago because
of the Shedd Aquarium in the
[ background.

What about this one? Which
city is this and what famous
landmark helped you recog-
nise the city?

This is Tokyo. I think it's
Tokyo because of the Tokyo

™ Tower.

(&)

Alayrac, J.-B. et al. Flamingo: a Visual Language Model for few-shot learning. In Advances
in Neural Information Processing Systems (eds Oh, A. H. et al.) 35, 23716-23736 (2022).
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& openar MultiModal GPT-4

° M Od el Deta| I S U Nn kn Own GPT-4 visual input example, Chicken Nugget Map:

User

» Capability: Strong zero-shot visual understanding & reasoning
on many user-oriented tasks in the wild

« How can we build Multimodal GPT4 like models?

GPT-4 visual input example, Extreme Ironing:

User What is unusual about this image?

GPT-4

Source: https://www.barnorama.com/wp-content/uploads/2016/12/03-Confusing-Pictures. jpg

GPT-4 The unusual thing about this image is that a man is ironing clothes on an ironing
board attached to the roof of a moving taxi.

Can you explain this meme?

Sometimes | just look at pictures of
the earth from space and | marvel at
how beautiful it all is.

This meme is a joke that combines two unrelated things: pictures of the earth from
space and chicken nuggets.

The text of the meme suggests that the image below is a beautiful picture of the
earth from space. However, the image is actually of chicken nuggets arranged to
vaguely resemble a map of the world.

The humor in this meme comes from the unexpected juxtaposition of the text and
the image. The text sets up an expectation of a majestic image of the earth, but the
image is actually something mundane and silly.

GPT4 Technical Report, OpenAl

10
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adog is running

1 through the grass W)

) Produce visual data
Generation

LLMs and models for image understanding and generation

| Part 3: How to make an LLM that can see and chat?

Image :
9 Consume visual data

Encoder

Part 1. How to learn image representations?

Part 2: How to extend vision models with more
flexible, promptable interfaces?
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